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RESUMEN EI objetivo principal de este estudio es verificar si el algoritmo de priori-
zacion de las listas de espera no GES (Garantias Explicitas en Salud) implementado en
Chile por el Ministerio de Salud constituye un sistema de decisiones automatizadas y
cudles serian sus brechas en materia de transparencia. Nuestra hipdtesis es que dicho
algoritmo carece tanto de transparencia algoritmica como de una regulacion adecuada
para la toma de decisiones automatizadas. Al revisar las fuentes disponibles y mediante
solicitudes de acceso a la informacién publica a organismos competentes constatamos
que se traté mas bien de un modelo piloto para probar un sistema determinado, cuya
utilidad fue limitada, y que su uso y evaluacion adolece de brechas en materia de trans-
parencia algoritmica.

PALABRAS CLAVE Transparencia algoritmica, decisiones automatizadas, algoritmos
en salud, datos personales, perfilamiento.

ABSTRACT The paper analyzes whether the non-GES (Explicit Health Guarantees, by
its Spanish acronym) waiting-list prioritization algorithm implemented in Chile by the
Ministry of Health constitutes an automated decision-making system and identifies its
gaps in terms of transparency. Our hypothesis is that this algorithm lacks both algorith-
mic transparency and adequate regulation for automated decision-making. By review-
ing the available sources and by means of public-information access requests submitted
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to the competent authorities, we found that it was a pilot model designed to test a par-
ticular system of limited usefulness, and that its implementation and evaluation exhibit
significant gaps in algorithmic transparency.

KEYWORDS Algorithmic transparency, automated decision-making, algorithms in
healthcare, personal data, profiling.

Introduccion

La administracion estatal moderna ha implementado tecnologia para poder cumplir
sus mandatos de eficiencia y eficacia en la gestion. Este cambio viene dado no solo
por las reformas legales sobre el asunto —como la Ley 21180 sobre Transformaciéon
Digital del Estado—, sino también por la implementaciéon de hardware y software
que simplifican la gestiéon y buscan optimizar los resultados. Su uso puede permitir
una respuesta mas rapida y precisa en la prestacion de servicios por parte del Estado,
pero requiere una estructura normativa que permita evaluar su implementacion y
resguardar los derechos de las personas.

En este panorama digital, las decisiones automatizadas se han vuelto protagonis-
tas, transformando la manera en que interactuamos con el mundo que nos rodea.
Las entidades gubernamentales han confiado en sistemas automatizados béasicos para
analizar informacion proveniente de diversas bases de datos (Soriano, 2021). Los Es-
tados emplean algoritmos para supervisar y ejecutar las mas diversas tareas, como
el control de la inmigracién y la asignacion de servicios sociales (Soriano, 2021), y,
a través de dichos algoritmos, intervienen en la prestacion de servicios sociales (Eu-
banks, 2018) y la estabilidad de los mercados financieros (Pasquale, 2015), entre otras
cuestiones. Su uso, ademas, puede ser declaradamente de vigilancia y, por ende, opre-
sivo (Eubanks, 2018)." En el ambito de la salud, la utilizacién de algoritmos determina
las prioridades en la atencion médica y en la realizacion de cirugias (Subsecretaria
de Redes Asistenciales, 2018). Estas tendencias han convertido a los algoritmos en un
motivo de preocupacion que va mas alla de los limites tradicionales de la informatica,
planteando preguntas cruciales sobre la forma en que delegamos decisiones clave a la
inteligencia artificial.

;Cudl es la realidad en el caso chileno? En Chile no existe un repositorio de al-
goritmos de caracter estatal y tampoco existe una obligacion legal de transparencia
activa en esta materia. El levantamiento de algoritmos empleados por el Estado ha

1. Véase H. Akin Unver, «Artificial intelligence (AI) and human rights: Using Al as a weapon of
repression and its impact on human rights», Think Tank European Parliament, 1 de mayo de 2024, dis-
ponible en https://tipg.link/IHsp.
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sido efectuado por el Laboratorio de Innovacién Publica (GobLab) de la Escuela de
Gobierno de la Universidad Adolfo Ibanez (UAI), a través del Repositorio de Algo-
ritmos Publicos. Este ultimo surgié en 2021 como una plataforma digital que recopila
informacion sobre diversos algoritmos empleados en el Estado chileno, con el obje-
tivo de sistematizar los soportes para la toma de decisiones automatizadas del sector
publico. Estos algoritmos son seleccionados utilizando una metodologia desarrollada
por el propio GobLab y supervisada por un comité multidisciplinario que se reune
mensualmente con este proposito (Repositorio de Algoritmos Publicos, 2025). El ul-
timo informe anual, publicado en marzo de 2025, concluyd que existen ciento vein-
tisiete algoritmos utilizados por el Estado, tanto sistemas automatizados como se-
miautomatizados. De ellos, veintinueve algoritmos corresponden al area de la salud.

El uso de dichos sistemas, incluso a nivel de pilotaje, deberia contener elementos
basicos de publicidad —en general— y de transparencia algoritmica —en particu-
lar—. Esta investigacion aborda uno de los algoritmos catastrados por GobLab, con el
objeto de profundizar en los aspectos relacionados a la transparencia algoritmica del
Estado. Para ello, nos centramos en el algoritmo de priorizacion de listas de espera
para pacientes que no pertenecen al sistema de Garantias Explicitas en Salud (GES),
empleado por el Ministerio de Salud (Minsal). En febrero de 2019, el Minsal dio a
conocer, a través de un comunicado,? la implementacion del Sistema de Gestion de
Pacientes con Enfoque de Riesgo para priorizar las listas de espera, basado en lo que
se considerd un «algoritmon.

Dicha tecnologia fue presentada en una videoconferencia a referentes de la red de
salud en todo el pais y su propdsito inicial era establecer el primer paso hacia la orga-
nizacion de las listas de espera, utilizando criterios clinicos. El desarrollo del sistema
respondid directamente a las recomendaciones emitidas por la Comisiéon Asesora
del Minsal (Subsecretaria de Redes Asistenciales, 2018). Segun algunos profesionales,
esta iniciativa se percibié como «una accion sustentable gracias a la incorporacion de
herramientas inteligentes en el procesamiento de los datos y de un equipo de profe-
sionales que trabaja para darle sostenibilidad en el tiempo» (Subsecretaria de Redes
Asistenciales, 2018). Se sefiald, ademas, que el algoritmo se aplicaria en los Servicios
de Salud Valparaiso-San Antonio, Metropolitano Sur, Metropolitano Sur Oriente y
Metropolitano Occidente. Y también se prometié que la informacion estaria dispo-
nible a nivel nacional en los meses siguientes al lanzamiento. Sin embargo, ello no
ocurrio.

Dicho lo anterior, el objetivo principal de este estudio es verificar si el algoritmo
utilizado constituye un sistema de decisiones automatizadas y cudles serian sus ni-
veles o brechas en materia de transparencia algoritmica. Nuestra hipétesis es que el

2. «Minsal presenta Sistema de Gestion de Pacientes con Enfoque de Riesgo para apoyar priorizaciéon
de las listas de espera», Minsal.cl, 4 de febrero de 2019, disponible en https://tipg.link/IH1u.
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algoritmo de priorizacién de listas de espera no GES, implementado por el Minsal,
carece tanto de transparencia algoritmica como de una regulacion integral adecuada
para la toma de decisiones automatizadas en el contexto chileno.

La incorporacién de inteligencia artificial (IA) en listas de espera se presentd
como un gran avance. Sin embargo, como suele ocurrir en asuntos vinculados a di-
cha tecnologia, al examinar con atencién este sistema —y mediante el ejercicio del
derecho de acceso a la informacion publica—, se revela una realidad sustancialmente
mds discreta.? Nos enfrentamos a lo que podria considerarse una especie de «piloto»
o un simple uso exploratorio o de prueba de un sistema. Segun sefial6 la Subsecre-
taria de Redes Asistenciales en su respuesta a una solicitud de acceso a informaciéon
publica efectuada en 2023, la implementacién del algoritmo se llevo a cabo con fines
exploratorios y carece de fuerza vinculante para la red asistencial (Subsecretaria de
Redes Asistenciales, 2023). En este sentido, en la practica no existe un algoritmo en
funcionamiento actualmente y hay poca informacién sobre su evaluacion y uso, lo
que compromete la confiabilidad del sistema y el empleo de pilotos de este tipo.

El estudio de este caso, no obstante, nos revela aspectos mas generales respecto
a como enfrentar la transparencia algoritmica de sistemas de decisiones automati-
zadas por parte del Estado. En primer término, debemos evaluar la aplicabilidad de
los estandares de transparencia y explicabilidad al entorno digital de las decisiones
automatizadas administrativas. En segundo lugar, es necesario conceptualizar los cri-
terios doctrinales y normativos que definen las decisiones automatizadas, tanto en el
derecho chileno como en el comparado. Finalmente, y teniendo en mente ese apara-
to conceptual, se debe examinar toda la informacion disponible sobre el modelo de
priorizacion de listas de espera no GES en Chile, para verificar si el régimen de de-
cisiones automatizadas es aplicable y asi poder evaluar su estandar de transparencia
algoritmica.

La metodologia utilizada en esta investigacion es de naturaleza descriptiva y ana-
litica. En las dos primeras secciones se emplea una metodologia descriptiva para pre-
sentar los marcos normativos pertinentes. En el tercer apartado se utiliza una meto-
dologia descriptiva analitica para exponer el estandar regulatorio chileno, ofreciendo
ciertas recomendaciones en la implementacion de algoritmos y sefialando los desa-
fios especificos que enfrenta Chile en esta materia.

3. Como bien sefiala Arvind Narayanan, en conversacion con Kaltheruner, una parte considerable de
lo que se comercializa hoy en dia como IA puede considerarse «aceite de serpiente». Es decir, la falta de
evidencia de su eficacia, combinada con su comprension cientifica de los dominios relevantes, nos brin-
da s¢lidas razones para creer que es poco probable que funcione. Parte del problema es que el término
«IA» es extremadamente vago. La falta de claridad ha llevado a que empresas incluyan bajo la etiqueta
de «IA» sistemas que hace veinte afios se habrian denominado de manera mas precisa como regresiéon
o estadisticas. La distincidn es crucial, ya que las estadisticas plantean preguntas rigurosas sobre si algo
esta funcionando y como se puede cuantificar (Kaltheruner, 2021).
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Asi, este trabajo se organiza en tres secciones. Primero, abordamos la transpa-
rencia algoritmica aplicable a sistemas de decisiones automatizadas, revisando la
conceptualizacion de algoritmos, el aprendizaje automatico en la toma de decisiones
y proporcionando nociones generales sobre transparencia algoritmica. La segunda
parte del trabajo se centra en el concepto de decisiones automatizadas, aplicandose
al sistema de priorizacion de listas de espera, con base en la informacién recopilada,
y describiendo el algoritmo utilizado en Chile. La ultima seccién evalta parte de los
desafios que enfrenta la implementacion de este sistema en Chile a la luz del marco
regulatorio vigente e incluyendo las referencias al articulo 8 bis de la Ley 19628 sobre
Proteccién de la Vida Privada, reformada por el articulo 1 de la Ley 21719 que regula
la proteccion y el tratamiento de los datos personales y crea la Agencia de Proteccion
de Datos Personales que, pese a no ser aplicable a los organismos publicos, consti-
tuye un parametro base para implementar las recomendaciones del Consejo para la
Transparencia en materia de transparencias algoritmica.*

Decisiones automatizadas en el ambito de la salud
Concepto de decisiéon automatizada

Las decisiones automatizadas ejercen un rol cada vez mas relevante en la vida co-
tidiana. La utilizacion de software de procesamiento de datos en decisiones tanto
publicas como privadas no es algo reciente.’ Durante un extenso periodo las enti-
dades gubernamentales han empleado sistemas automatizados basicos para cotejar
informacion proveniente de diversas bases de datos (Soriano, 2021). Los Estados, por
ejemplo, utilizan algoritmos para supervisar la inmigracion y asignar servicios socia-
les. Asimismo, en el sector privado, se han empleado programas informaticos para
llevar a cabo tareas como la seleccion de personal o la evaluacion de solicitudes de
préstamos (Soriano, 2021). Los algoritmos también influyen en la produccién y difu-
sién de noticias personalizadas (Araujo y otros, 2020), en las interacciones sociales y
profesionales entre personas, en la prestacion de servicios sociales y en la estabilidad
de los mercados financieros (Pasquale, 2015). Estas tendencias han convertido a los

4. Véase Consejo para la Transparencia, «Resolucion 372 Exenta», 30 de agosto de 2024, disponible
en https://tipg.link/ILBN.

5. Por ejemplo, en la esfera del derecho publico espafiol nos encontramos con «la actuacion adminis-
trativa automatizada», la cual es definida en la Ley 11/2007 sobre Acceso Electrénico de los Ciudadanos
a los Servicios Publicos como la «actuaciéon administrativa producida por un sistema de informacién
adecuadamente programado sin necesidad de intervencion de una persona fisica en cada caso singular»
(Delgado, 2009). Lo que hace esta ley es regular con caracter general el empleo de las nuevas tecnologias
en la administracion publica.
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algoritmos en objeto de preocupacién mas alld de los limites de la informatica (Mu-
foz, Matthews y Pérez, 2021).6

La Comision Europea senala que la toma de decisiones automatizadas es un pro-
ceso en el cual las decisiones prescinden de la intervencién humana y, por lo tanto, se
adoptan de manera automatizada. Este enfoque destaca la importancia de que estos
sistemas a menudo incorporan elementos como «imparcialidad, rendicién de cuen-
tas, transparencia y sesgos éticos, y como estos factores impactan en los derechos
humanos».”

La Oficina del Comisionado de Informaciéon de Reino Unido (Information
Commissioner’s Office) también ofrece una interpretacion sobre qué significa que
un sistema de decisiones automatizadas opere sin intervencién humana. Un siste-
ma es totalmente automatizado cuando excluye cualquier influencia humana en el
resultado. En este sentido, un proceso puede ser considerado como completamente
automatizado si un ser humano solamente introduce los datos que seran procesados
y sila toma de decisiones se lleva a cabo a través de un sistema automatizado. Por otro
lado, un proceso no se considerara completamente automatizado si alguien evalta e
interpreta el resultado de una decision automatizada, antes de su aplicacion efectiva.®

Un sistema de decisiones automatizadas puede ser concebido como un «algorit-
mo, un sistema de recomendacion o incluso como una inteligencia artificial» (Araujo
y otros, 2020: 612), dependiendo de cémo se presente y describa a los usuarios del
sistema o a quienes estan involucrados en la toma de decisiones. Como resultado, los
sistemas de toma de decisiones automatizados pueden variar desde ser herramien-
tas de apoyo que ofrecen recomendaciones a los tomadores de decisiones humanos
o que guian a los usuarios en una direccion especifica, hasta procesos de toma de
decisiones completamente automatizados que actuan en nombre de instituciones u
organizaciones sin necesidad de intervencion humana.

Asi, un algoritmo automatizado de toma de decisiones puede definirse como un
proceso computacional estructurado que utiliza datos especificos para producir de-
cisiones o resultados. En este sentido, los algoritmos emplean métodos estadisticos
avanzados y técnicas de aprendizaje automatico para desarrollar modelos que toman
decisiones (Monteith y Glenn, 2016). Desde una perspectiva mas amplia, la toma de
decisiones basada en algoritmos consiste en procesar grandes volumenes y diversos

6. Para mas informacion al respecto, véase Aaron Rieke, Miranda Bogen y David Robinson, «Public
scrutiny of automated decisions: Early lessons and emerging methods. An Upturn y Omidyar Network
Report», 26 de febrero de 2018, disponible en https://tipg.link/IH2q.

7. Unidén Europea, «Automated decision-making impacting society», Europa.eu, 7 de febrero de 2023,
disponible en https://tipg.link/IJmD.

8. Para mas informacion al respecto, véase «What does the UK GDPR say about automated decision-
making and profiling?», iko.eu.org, disponible en https://tipg.link/IGoQ.

6


https://tipg.link/lH2q
https://tipg.link/lJmD
https://tipg.link/lGoQ

REVISTA CHILENA DE DERECHO Y TECNOLOGIA
VOL. 14 (2025) - E75123

tipos de datos personales a través de estos modelos computacionales para tomar de-
cisiones fundamentadas con dichos datos (Newell y Marabelli, 2015).

Los defensores de las decisiones algoritmicas destacan su objetividad y fiabilidad
frente a las decisiones tomadas por personas, ya que estas ultimas suelen depender
de la intuicién, mientras que los algoritmos se basan en evidencia concreta. De he-
cho, diversos estudios sugieren que los métodos estadisticos suelen superar al juicio
humano en este aspecto (McAfee y Brynjolfsson, 2012; Araujo y otros, 2020). Sin
embargo, también se ha observado que la implementacion de algoritmos puede pro-
fundizar las desigualdades existentes y generar nuevos patrones de discriminacion,
afectando especialmente a comunidades vulnerables o de bajos ingresos.® De esta
manera, el uso de algoritmos puede derivar inadvertidamente en la exclusion de cier-
tos grupos sociales.”

Transparencia algoritmica en el dmbito de la salud

La transparencia algoritmica presenta diversos problemas, pero el principal es res-
pecto a su definicion. La literatura no esta totalmente de acuerdo en su significacion
y taxonomia. Desde una nocién elemental, entendemos que la transparencia en la
toma de decisiones automatizadas utilizando algoritmos supone la capacidad de sa-
ber «qué datos se utilizan, cémo se utilizan, quiénes los utilizan, para qué los utilizan
y como se llega a partir de los datos a tomar las decisiones que afectan a la esfera
vital» (Sangiiesa, 2018: 2)." Asi como también se considera transparente «cualquier
informacién proporcionada sobre un sistema de IA mas alla de sus resultados de mo-
delo» (Zerilli, Bhatt y Weller, 2022: 2). Dicho eso, la transparencia algoritmica tam-
bién es entendida como el concepto que caracteriza el proceso y desarrollo de la IA a
través de un conjunto de medidas tales como «la interpretabilidad y la explicabilidad,
la comunicacidn, la auditabilidad, la trazabilidad, el suministro de registros, la gober-
nanzay gestion de datos y la documentacion» (Kiseleva, Kotzinos y De Hert, 2022: 1).

Asi, un procedimiento de toma de decisiones automatizadas es transparente si los
riesgos y beneficios asociados son facilmente identificables. Sin embargo, lo cons-

9. Para mds informacidn al respecto, véase Executive Office of the President, «Big data: A report on
algorithmic systems, opportunity, and civil rights», mayo de 2016, disponible en https://tipg.link/ILDW.

10. El riesgo asociado a la creacién e implementacion de soluciones y decisiones automatizadas me-
diante algoritmos es extremadamente alto, ya que en ocasiones se produce la exclusion de diferentes
segmentos de la poblacién, como, por ejemplo, las personas LGBTIQ+, o se manipulan datos parciales
e imprecisos relativos a un grupo, a menudo sacados de contexto. Este proceso aumenta significativa-
mente el riesgo de vulnerabilidad de dichos grupos. Por lo tanto, es imperativo garantizar que los datos
utilizados sean representativos de la poblacion a la que se destina el sistema (Valle Escolano, 2022).

11. Esta definicidn es seguida por Azuaje y Finol (2023), Valle Escolano (2022), Vestri (2021) y Araya
(2021).
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titutivo de «facilmente identificable» es variable segtin el contexto, por lo que en la
actualidad los sistemas predictivos suelen fallar en cumplir con este estdndar general
de transparencia (Sloan y Warner, 2018).

La complejidad de conceptualizar la transparencia algoritmica se debe a las multi-
ples formas en que resulta dificil entender el como y por qué detras de los resultados
entregados por un algoritmo, lo que da lugar a una llamada «caja negra»* en la cual
quienes utilizan o son afectados por el algoritmo carecen de conocimiento sobre su
desarrollo, entrenamiento, funcionamiento y los resultados que produce, creando
desequilibrios de informacion. Esto dificulta la evaluacion del algoritmo, las conside-
raciones éticas asociadas, los riesgos y las responsabilidades (Kaplan, 2020).

Asi, los sistemas algoritmicos de aprendizaje automatico, que operan con apren-
dizaje profundo con numerosas capas neuronales, suelen funcionar como «cajas
negras» (Pasquale, 2015: 12) y los riesgos radican, justamente, en su opacidad. Esto
quiere decir que no son sistemas «totalmente inteligibles o escrutables, debido a que
no presentan una correlacion clara entre las caracteristicas con las cuales funcionan
y los resultados que obtienen» (Marcazzolo y Walker, 2023: 4). En otras palabras, esto
significa que se puede conocer el camino que siguid el algoritmo durante su proceso
de aprendizaje, pero no se puede entender el motivo detras de sus acciones. Por tanto,
no podemos saber qué llevo al algoritmo a cierto resultado.

La Ley sobre Inteligencia Artificial de la Unién Europea, en su articulo 13, aparta-
do primero,” establece que los sistemas de IA clasificados como de alto riesgo deben
ser disefilados y desarrollados de manera que aseguren un nivel suficiente de trans-
parencia, permitiendo asi que los responsables de su despliegue puedan interpretar y
utilizar correctamente los resultados generados por el propio sistema. Cabe destacar
que el reglamento de dicha ley resulta inconsistente al estructurar los conceptos rela-
cionados con la transparencia, ya que establece dos formas distintas de transparencia
para diferentes tipos de IA:* por una parte, se refiere a la interpretabilidad para sis-

12. Pasquale (2015) explica que el término «caja negra» es una metafora con doble significado. Puede
referirse a un dispositivo de grabacién, como los sistemas de monitoreo de datos en aviones, trenes y
autos, o puede significar un sistema cuyo funcionamiento es misterioso: podemos observar sus entradas
y salidas, pero no podemos decir cdmo una se convierte en la otra. Nos enfrentamos a estos dos signifi-
cados a diario: seguidos cada vez mas de cerca por empresas y el Gobierno, no tenemos una idea clara de
hasta qué punto puede viajar esta informacion, cdmo se utiliza o cudles son sus consecuencias.

13. «Articulo 13. Transparencia y comunicacién de informacion a los responsables del despliegue. 1) Los
sistemas de IA de alto riesgo se disefiaran y desarrollaran de un modo que se garantice que funcionan con
un nivel de transparencia suficiente para que los responsables del despliegue interpreten y usen correcta-
mente sus resultados de salida. Se garantizard un tipo y un nivel de transparencia adecuados para que el
proveedor y el responsable del despliegue cumplan las obligaciones pertinentes previstas en la seccion 3».

14. Anastasiya Kiseleva, «Making ATs transparency transparent: Notes on the EU proposal for the AI
act», European Law Blog, 29 de julio de 2021, disponible en https://tipg.link/m2-c.
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temas de IA de alto riesgo® (articulo 13, apartado primero); y por otra, respecto a los
sistemas interactivos, se refiere a la comunicacion en relacion a la presencia de la IA
(considerando 132).” Esto quiere decir que un término —la transparencia— se refiere
a conceptos distintos en diversas situaciones —en el primero se refiere a la interpre-
tabilidad y en el segundo a la comunicacién—, lo que tiene como consecuencia que
tanto el cumplimiento de requisitos como el intercambio de informacion se vean
socavados.

El Reglamento General de Proteccion de Datos” consagra la transparencia como
un principio basico del tratamiento de datos. Asi lo hace a través de diversos requisi-
tos que tienen como objetivo cumplir con este principio. Por ejemplo, esta el articulo
5, apartado primero, que establece que los datos personales seran transparentes en
relacion con el interesado o titular de datos; o los articulos 12 al 15, que se refieren a
los requisitos de suministro de informacion, asi como a la obligacién de proporcionar
acceso a los datos personales a peticion del interesado (articulo 15); o el articulo 30,
que hace referencia a los registros de actividad de procesamiento. Estas disposiciones
son «medidas para lograr el principio de transparencia, que se entiende general y
juridico» (Kiseleva, Kotzinos y De Hert, 2022: 5).

En lo que respecta a la transparencia de los algoritmos en el ambito sanitario, la
literatura apunta a los diferentes roles que estos pueden desempeiiar. No obstante, en
esta seccion destacaremos las funciones que pueden ser cuantificadas y que son per-

15. El articulo 13 de la Ley de IA de la Unién Europea se aplicaria a la parte sustancial de los sistemas
deIA, es decir, aquellos que presentan riesgos potenciales para la salud y la seguridad o los derechos fun-
damentales de las personas fisicas. Este tipo de sistema de IA incluye un gran nimero de aplicaciones en
sectores importantes como la salud. En este caso, el objetivo de la transparencia de la IA es permitir a los
usuarios interpretar la salida del sistema y utilizarla adecuadamente. Para mas informacion al respecto,
véase Anastasiya Kiseleva, «<Making AT’s transparency transparent: Notes on the EU proposal for the Al
act», European Law Blog, 29 de julio de 2021, disponible en https://tipg.link/m2-c.

16. Considerando 132: «<Determinados sistemas de IA destinados a interactuar con personas fisicas o
a generar contenidos pueden plantear riesgos especificos de suplantacién o engafo, con independencia
de si cumplen las condiciones para ser considerados como de alto riesgo o no. Por consiguiente, el uso
de estos sistemas debe estar sujeto, en determinadas circunstancias, a obligaciones de transparencia
especificas, sin perjuicio de los requisitos y las obligaciones aplicables a los sistemas de IA de alto riesgo
y a excepciones especificas a fin de tener en cuenta las necesidades especiales de la garantia del cumpli-
miento del derecho. En particular, es preciso comunicar a las personas fisicas que estan interactuando
con un sistema de IA, excepto cuando resulte evidente desde el punto de vista de una persona fisica
normalmente informada y razonablemente atenta y perspicaz, teniendo en cuenta las circunstancias y
el contexto de utilizaciéon. Al aplicar dicha obligacion, deben tenerse en cuenta las caracteristicas de las
personas fisicas pertenecientes a colectivos vulnerables debido a su edad o discapacidad en la medida en
que el sistema de IA esté destinado a interactuar también con dichos colectivos».

17. Unién Europea, «General Data Protection Regulation», Intersoft Consulting, disponible en https://
tipg.link/IPLR.
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tinentes, es decir, aquellas que tienen efectos directos en la transparencia. Para ello
seguiremos la propuesta de los autores Kiseleva, Kotzinos y De Hert (2022):

Rendicion de cuentas: abarca el control y la justificacion de acciones de los
sujetos relevantes en los servicios médicos. En ese mismo sentido, la rendicién
de cuentas implica la responsabilidad de aquellos en posiciones de poder de
explicar, hacer comprensibles y asumir la responsabilidad de sus decisiones,
acciones y desempeno. Los funcionarios estan obligados a actuar en concor-
dancia con las normas y compromisos que son publicos (Vian, 2020). Se trata
no solo de una obligacién, sino que también tiene relacién con la capacidad de
responder sobre las propias decisiones y acciones, lo que es vinculante direc-
tamente con la transparencia, ya que es esta tltima la que permite a los sujetos
relevantes explicar sus acciones y entregar informacion necesaria para justifi-
car y evaluar su desempefio. Esto aplica para las diferentes partes interesadas,
tales como proveedores de salud, pacientes, reguladores de salud, entre otros.

Garantizar la seguridad y la calidad de la IA en la asistencia sanitaria: en este
punto, los autores estan de acuerdo en que garantizar la seguridad y calidad
de los servicios médicos es decisivo, sobre todo porque hay muchos intereses
y bienes juridicos protegidos afectos, tales como la vida, la integridad fisica y
psiquica, la salud en sentido amplio, entre otros. La transparencia posibilita
que los sistemas de IA puedan someterse a pruebas, auditorias y correcciones,
lo que constituye una via para mejorar su seguridad (Carvalho, Pereira y Car-
doso, 2019).

Tomar decisiones informadas: esto es importante porque, en el caso de los
pacientes, conduce a la realizacion de los derechos individuales. Esta funcidon
busca que los pacientes, para poder tomar decisiones sobre su salud indivi-
dual, deban tener acceso a informacién sobre sus condiciones de salud, ries-
gos, enfermedades, resultados de las opciones de tratamientos sugeridas, cos-
tos, alternativas, entre otras. Y respecto a los profesionales de la salud, también
ellos deben contar con herramientas necesarias para tomar decisiones con co-
nocimiento de causa.

Estas funciones identificadas se enfocan en la relacion entre los individuos y sus
derechos y responsabilidades. Algunos médicos e investigadores demandan modelos
de IA transparentes y explicables en sus campos respectivos. Por ejemplo, en el area
de la radiologia médica, se seniala que el potencial es inmenso debido al deseo de pro-
porcionar una interpretacion totalmente automatizada, mejorar la eficiencia del flujo
de trabajo y reducir los costos de atencién médica, agregando que la aplicacion de
métodos de interpretabilidad es fundamental para llevar a cabo dicho avance (Gas-
tounioti y Kontos, 2020). A pesar de ello, surge la interrogante sobre si la IA debe ser
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explicable para su aplicacion en el &mbito de la atencién médica, dado el alto riesgo
asociado. Se ha sostenido que la IA comprensible fomentard la confianza entre el per-
sonal médico, ofrecera transparencia en el proceso de toma de decisiones y posible-
mente reducird diversos tipos de sesgos (Ghassemi, Oakden-Rayner y Beam, 2021).
Sin embargo, hay una postura opuesta que sostiene que el intento de generar confian-
za a través de los enfoques actuales de explicabilidad constituye una esperanza vana
para la IA y que los métodos actuales de explicabilidad dificilmente cumpliran con
estos objetivos en el respaldo a la toma de decisiones a nivel del paciente.”

Sistema de decisiones automatizadas en Chile: Descripcion
y funcionamiento del algoritmo de lista de espera no GES

Explicacién del modelo de priorizacién de listas de espera no GES

Esta seccion analiza el modelo de priorizacion de las listas de espera no GES imple-
mentado en Chile por el Minsal,” en colaboraciéon con la Divisiéon de Prevencion
y Control de Enfermedades de la Subsecretaria de Salud Publica y la Divisién de
Gestion de Redes Asistenciales de la Subsecretaria de Redes Asistenciales. Esta in-
vestigacion se elabora con base en tres documentos publicos (Subsecretaria de Redes
Asistenciales, 2018; Departamento de Estadistica e Informacion de Salud y Departa-
mento de Evaluacion de Tecnologia Sanitaria y Salud Basada en Evidencia, 2017)*
y la solicitud de acceso a informacién publica a los organismos antes mencionados
(Subsecretaria de Redes Asistenciales, 2021 y 2023; Subsecretaria de Salud Publica,
2023).

18. Los autores sostienen que es probable que estas partes interesadas hayan interpretado incorrecta-
mente las habilidades de las técnicas de explicacion modernas. Aunque pueden brindar descripciones
generales de como opera el sistema de IA, no siempre son confiables para decisiones especificas. En
algunos casos, solo proporcionan explicaciones superficiales. En la practica, las explicaciones son muy
utiles para procesos generales de IA, como el desarrollo de modelos, la identificaciéon de conocimien-
tos y la revision, pero raramente ofrecen informacién valiosa sobre decisiones particulares (Ghassemi,
Oakden-Rayner y Beam, 2021).

19. Las Garantias Explicitas en Salud (GES), en palabras de la Superintendencia de Salud, «constitu-
yen un conjunto de beneficios garantizados por ley para las personas afiliadas a Fonasa y a las Isapres
[...]. Las garantias exigibles son: el acceso, la oportunidad, proteccion financiera y la calidad, asociadas
a 87 problemas de salud vigentes». Esto en relacion con la Ley 19966 del 3 de septiembre de 2004, que
reconoce un régimen de garantias de salud y entrega la respectiva definicién en su articulo 2. Para mas
informacion al respecto, véase Superintendencia de Salud, «Garantias Explicitas en Salud (GES)», super-
desalud.cl, disponible en https://tipg.link/IHsg.

20. Ademds, véase Minsal, «Balance de gestion integral: Afio 2018», 28 de marzo del 2019, disponible
en https://tipg.link/[Him.
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De la informacion publica disponible, es posible entender que el Minsal desarro-
116 e implementé un sistema de gestion de pacientes con el propoésito de respaldar la
priorizacion de las listas de espera para cirugias y consultas especializadas que no
estan cubiertas por el sistema GES. Seguin el Repositorio de Algoritmos Publicos de la
UAI (2025), dicho algoritmo se encuentra en uso desde el 4 de febrero de 2019.” Este
sistema se basa en un modelo que utiliza un algoritmo para organizar la posicion de
los pacientes en la lista de espera en funcién de su nivel de riesgo. A mayor nivel de
riesgo, mayor la prioridad otorgada.

Asi, la funcidn de este algoritmo es evaluar y otorgar un puntaje que refleje el nivel
de riesgo de cada paciente que se encuentra en lista de espera. Este puntaje se basa en
criterios clinicos definidos, tales como la presencia de tumores malignos, condicio-
nes médicas crénicas, uso de medicamentos, edad, género, entre otros. El propdsito
de esta herramienta es brindar apoyo a los médicos encargados de la priorizacién,
quienes pueden acceder a listas de espera organizadas mediante este método a través
de paneles de visualizacion disponibles en la plataforma web del Sistema de Gestion
de Tiempos de Espera (Sigte).>

Inicialmente, en el 2017, se convoco a una Comision Médica Asesora Ministerial
con el propdsito de abordar la situacion de las personas que fallecen habiendo es-
tado en una lista de espera o con una Garantia de Oportunidad GES retrasada. El
objetivo final de esta comision era proponer la forma de validar los antecedentes y
proporcionar la informacion necesaria. Su funcion era consultiva y de asesoria, con el
objetivo de apoyar al Minsal en la reduccion de los tiempos de espera,” tanto para las
consultas nuevas de especialidad como para las cirugias electivas. El resultado de este
esfuerzo colaborativo se plasmé en un documento presentado por dicha comision,
en el cual se describe un modelo de priorizacion de las listas de espera que no estan
cubiertas por el sistema GES. Este modelo se implement6 a partir de enero de 2018,
marcando un hito importante en la gestion de las listas de espera en el sistema de
salud chileno (Departamento de Estadistica e Informacién de Salud y Departamento

21. GobLab, «Algoritmo para priorizar listas de espera no GES implementado por el Ministerio de
Salud (Minsal)», Universidad Adolfo Ibdfiez, disponible en https://tipg.link/IH2d.

22. Ministerio de Salud, «Minsal presenta Sistema de Gestion de Pacientes con Enfoque de Riesgo
para apoyar priorizacion de las listas de espera», minsal.cl, 4 de febrero de 2019, disponible en https://
tipg.link/IH1u.

23. Se planted un tiempo razonable de espera, el cual se entiende como «el tiempo maximo de espera
para la atencion de un paciente por la patologia y tipo de atencién por cual fue derivado. Esta definicién
implica tener claridad respecto de cudndo se inicia y cudndo finaliza el tiempo de espera», sefialando
rangos de espera para cada tratamiento en especifico. Por ejemplo, para consultas de especialidad re-
lacionadas con cancer se considera el tiempo méximo de espera usado para Inglaterra (Departamento
de Estadistica e Informacion de Salud y Departamento de Evaluacién de Tecnologia Sanitaria y Salud
Basada en Evidencia, 2017).
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de Evaluacion de Tecnologia Sanitaria y Salud Basada en Evidencia, 2017: 3). Respec-
to a la formulacion del algoritmo de priorizacion y a la determinacion de tiempos de
espera adecuados, en el informe se mencionan diversos modelos, tanto nacionales
como internacionales. Sin embargo, dichos modelos no son especificados en el do-
cumento, sino que solo se indica que aquellos ofrecen recomendaciones variadas en
términos de criterios explicitos para la priorizacion, abarcando aspectos clinicos y
sociales, asi como distintos intervalos de tiempo segtin el tipo de atencion requerida.

Los servicios previstos para el Sigte en los lineamientos del Plan Nacional de
Tiempos de Espera No GES (2018) fueron los siguientes (Subsecretaria de Redes
Asistenciales, 2018):

Base de datos de personas. Esto implica una integracion con el Registro Civil
mediante acuerdos de intercambio de informacién. Ello pretendia automatizar
la actualizacidon de datos de pacientes fallecidos, eliminando la necesidad de
realizar cruces manuales. Ademas, se buscaba verificar la precision de los datos
de identificacidn, lo que beneficiaria a los servicios de salud al identificar po-
sibles inconsistencias. Incluso podria detener o alertar el proceso de atencién
hasta que se resuelvan los errores.

Base de datos de prestadores individuales e institucionales. Esto apuntaba a
garantizar la identificacion estandarizada de prestadores de servicios institu-
cionales, tanto publicos como privados. Esto facilitaria el seguimiento de la
continuidad de la atencidn, especialmente porque se consolidaria la demanda
en una unica base de datos para atenciones especializadas, cirugias, procedi-
mientos y controles en la red. Ademas, se mejorarian los analisis —por ejem-
plo, evaluando a los prestadores individuales en funcién de la pertinencia de
las derivaciones, lo que permitiria realizar mejoras continuas en el proceso de
derivacion.

Semantikos (servidor nacional de terminologia clinica). Los servicios de ter-
minologia estandarizada para diagndsticos y procedimientos se incorporaran
en la ficha clinica. Esto permitira establecer estandares de informacion en los
registros clinicos electrénicos en relacién con informacién clinica —como
diagnosticos, por ejemplo—, lo que mejoraria la calidad de los datos nece-
sarios para la toma de decisiones relacionadas con la gestion de tiempos de
espera.

Motor de reglas. Esto ofreceria la flexibilidad necesaria para incorporar nuevas
reglas de negocio y validar datos en funcion de las definiciones establecidas en
los protocolos clinicos.
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En el «Balance de gestion integral: Afio 2018» del Ministerio de Salud* se mostré
el resultado de productos estratégicos y en ese sentido se refiri6 a las listas de espera,
ala atencion de especialidad y a las cirugias no GES. Cabe destacar que para las listas
de espera no GES la fuente de informacion y el nuevo sistema para su gestion es el
Sigte, implementado en marzo de 2018. Alli se realiza una comparacion respecto a la
implementacion del sistema en el mes de marzo y su avance hasta el 31 de diciembre
de 2018, comparacion en la que se determind que el promedio de dias de espera para
una intervencion quirurgica es de 385 dias a diciembre de 2018, esto en comparacién
con los 483 dias de marzo del mismo afo, observandose una disminucion de 98 dias.

Objetivos y criterios utilizados en la priorizacién algoritmica

El documento preparado por la Subsecretaria de Redes Asistenciales (2018) surge a
partir de una propuesta de parte de la Division de Planificacion Sanitaria del Minsal
en 2017 que, considerando las recomendaciones de la Comisién Médica Asesora Mi-
nisterial, junto con el analisis realizado a los pacientes fallecidos en lista de espera no
GES, y considerando también la potencial asociacién entre la muerte y la causa de
espera de atencidn, establece estrategias de priorizacion y los tiempos de espera razo-
nables para mejorar su gestion. La propuesta entregada sugiere un algoritmo para la
priorizacion de la resolucion de pacientes en espera no GES, considera ocho criterios
de caracterizacidn, tiene como base la informacion actualmente disponible e identi-
fica rangos de espera maximos por patologia, gravedad de la patologia, discapacidad
que genera y criterio social. Entre los criterios de priorizacion propuestos se incluyen:

« Diagnéstico clinico. Grupos de alto riesgo identificados por la Comisién Mé-
dica Asesora Ministerial, como aquellos que sufren de tumores malignos, en-
fermedades del higado, enfermedades cardiovasculares y lesiones autoinfligi-
das. Estos se homologan a especialidades médicas correspondientes.

« Edady género. Se consideran diferentes rangos de edad y género para priorizar
casos segun la enfermedad. Por ejemplo, los tumores malignos se priorizan en
hombres y mujeres de veinte a cuarenta y cinco afios.

« Condicidn cronica asociada. Se incluyen patologias que indican mayor gra-
vedad del paciente y mayor consumo de recursos, como hipertension, diabe-
tes, insuficiencia cardiaca, insuficiencia renal crénica y enfermedad pulmonar
obstructiva croénica.

24. Minsal, «Balance de gestion integral: Afio 2018», 28 de marzo del 2019, disponible en https://tipg.
link/I[Him.
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« Numero de hospitalizaciones previas. Se toman en cuenta las hospitalizaciones
registradas en el sistema de egresos hospitalarios.

« Numero de derivaciones en la lista de espera no GES. Se incluyen derivaciones
a consultas de especialidad e intervenciones quirtrgicas que actualmente se
gestionan en el Repositorio Nacional de Listas de Espera.

« Presencia de una patologia GES. Se consideran los diagndsticos de las mas de
ochenta patologias GES.

+ Uso de medicamentos (tres o mas por persona). Indica mayor complejidad del
paciente.

« Tiempo de espera observado. Es el tiempo transcurrido desde la inclusién en
la lista de espera hasta la fecha de fallecimiento o la fecha de corte para los no
atendidos. Otros criterios de priorizacion incluyen atenciones de urgencia, ga-
rantia GES activada, motivo de la derivacion, factores sociales, calidad de vida
y comportamiento.

La Comision Médica Asesora Ministerial recomienda que estos criterios se actua-
licen cada quince dias en caso de mantener el sistema semiautomatizado. Ademas, se
acordo con la Subsecretaria de Redes Asistenciales que en un plazo de treinta dias se
automatizara el algoritmo y se implementara el nuevo Sigte.

Evaluacién del algoritmo

La efectividad del algoritmo para evaluar su uso en el Sigte en la actualidad no puede
ser determinada con los datos disponibles en las plataformas publicas del Minsal. La
informacion recabada se logré mediante solicitud de acceso a informacién publica,
realizada de acuerdo con la Ley 20285 sobre Acceso a la Informacion Publica, con
fecha de solicitud el 2 de septiembre de 2023, y fue derivada a la Subsecretaria de
Redes Asistenciales.

La respuesta de la Subsecretaria, recibida el 22 de noviembre de 2023, sefial6 que,
actualmente, no se emplea un algoritmo matematico de acuerdo con la solicitud de
acceso a la informacion (Subsecretaria de Redes Asistenciales, 2023). Se aclaré que
la informacion no puede ser proporcionada debido a su inexistencia. Esto es central
para la investigacion. Lo que admite la Subsecretaria es que hoy no existe un algo-
ritmo o un sistema de decisiones automatizadas que se aplique en la priorizacién
de las listas de espera. Por lo tanto, debe concluirse que hoy no se aplica un modelo
de priorizacién con base en un algoritmo que toma decisiones automatizadas. La
Division de Gestion de la Red Asistencial documentd este proceso en los apartados
mencionados anteriormente, destacando que la aplicacion del algoritmo tuvo un ca-
racter puramente exploratorio y no fue implementado en la red asistencial, siendo de
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naturaleza practica. Ello nos permite concluir que se traté de un piloto y que no es
un sistema vigente.

Segtin lo informado por la Subsecretaria de Redes Asistenciales, el algoritmo se
utilizé para evaluar su eficacia en el Sigte y solo estuvo en uso durante un periodo
inferior a un afo, desde finales de 2018 hasta finales de 2019. Es notable destacar que
esta exploracion no fue obligatoria para las redes asistenciales, lo que nos hace presu-
mir que dicha implementacion fue de corto alcance.

Actualmente, de acuerdo con lo indicado en 2021 por la Subsecretaria de Redes
Asistenciales en otra respuesta a una solicitud de informacién publica, no se dis-
pone de un algoritmo (Subsecretaria de Redes Asistenciales, 2021). En su lugar, los
criterios vigentes que se aplican se encuentran detallados en los criterios técnicos de
priorizacion para usuarios no GES. En la practica, profesionales de la salud con las
competencias técnicas necesarias desempefian el rol decisional. Su responsabilidad
abarca la revision de la pertinencia clinico-administrativa conforme a los protocolos
de referencia actualizados, alineados con los datos provenientes de las solicitudes de
interconsultas en los establecimientos de salud que dependen de su red.

Estos profesionales llevan a cabo la evaluacion de la pertinencia en dos momen-
tos cruciales. El primero ocurre al recibir las interconsultas y 6rdenes de atencion,
previo a la etapa de priorizacion. El segundo tiene lugar durante la atencién del usua-
rio, especificamente en el box del especialista. Es esencial destacar que el Minsal ha
establecido criterios generales de priorizacion. En este marco, se prioriza a usuarios
en espera de consulta de especialidad y de intervenciones quirurgicas con prioridad
sanitaria en primer lugar, seguidos por aquellos usuarios con oportunidad bajo el
régimen GES en segundo lugar y a usuarios pertenecientes al Servicio Nacional de
Menores en tercer lugar.

Desafios del uso de sistemas de decisiones automatizadas
en el ambito de la salud en Chile

Marco regulatorio aplicable

En Chile no existe una regulacion especifica relativa a sistemas de IA o de decisiones
automatizadas para el sector publico.” Sin embargo, una de las formas de abordar
la regulacién general de los sistemas de decisiones automatizadas ha sido a través
de la proteccion de datos personales. Recientemente, la Ley 19.628 sobre Proteccion

25. Algunas de las regulaciones que abordan los algoritmos son especificas a ciertas materias, como
la administracion del trabajo via plataformas digitales (Ley 21431, que modifica el Cédigo del Trabajo
regulando el contrato de trabajadores de empresas de plataformas digitales de servicios) o respecto de
servicios financieros (Ley 21521, que promueve la competencia e inclusién financiera a través de la inno-
vacion y tecnologia en la prestacion de servicios financieros, conocida como Ley Fintec).
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de la Vida Privada incorpor6 reglas precisamente en este sentido. En este aparta-
do revisaremos el marco regulatorio aplicable y el presunto estaindar que rige a la
Administracion.

El derecho a la proteccion de datos personales se reconoce como un derecho fun-
damental explicito, segun lo prescrito por la Constitucién en su articulo 19, nume-
ral 4 (Contreras, 2020). Desde el punto de vista legal, la normativa que historica-
mente ha regulado esta materia es la Ley 19628 sobre Proteccion de la Vida Privada,
promulgada el 18 de agosto de 1999. No obstante, esta normativa fue recientemente
reformada por el articulo p1 de la Ley 21719 que regula la proteccion y el tratamiento
de los datos personales y crea la Agencia de Proteccion de Datos Personales. La nueva
ley fue publicada en el Diario Oficial el 13 de diciembre de 2024 y entrard en vigor el
1 de diciembre de 2026.

Esta iniciativa busca adecuar las regulaciones de acuerdo con los lineamientos
y recomendaciones propuestos por la Organizacién para la Cooperacion y el De-
sarrollo Econdmicos.”® De esta manera, se pretende cumplir con los compromisos
internacionales asumidos por Chile al ingresar a este organismo internacional. La li-
teratura sefiala que la reforma estd inspirada en el Reglamento General de Proteccion
de Datos de la Union Europea, aunque el legislador ha decidido innovar en algunas
materias, alejindose del modelo europeo (Bordachar, 2022).

La Ley 19.628 reconoce ciertos derechos a los titulares de datos, ofreciendo un ca-
talogo comun de derechos (Jijena, 1992: 46 y 47; Vial Claro, 2001: 30-32; Corral, 2001:
42-46; Jervis, 2003; Cerda, 2003: 52 y 53; Anguita, 2007: 304-312; Donoso y Reusser,
2022: 140 y siguientes). Usualmente, las facultades del titular del derecho se conocen
como ARCO, acrénimo utilizado para individualizar el derecho de acceso, modifica-
cion o rectificacion, cancelacion y oposicion al tratamiento de datos personales. La
novedad mas relevante en el catdlogo de derechos corresponde a las facultades del
titular frente a la adopcion de sistemas de decisiones automatizadas, establecidas en
el articulo 8 bis.”” De manera explicita, establece el derecho a la oposicion y a no ser

26. «Proteccién y tratamiento de datos personales: Claves de la modernizacién en tramite», senado.cl,
2 de abril de 2022, disponible en https://tipg.link/IHss.

27. «Articulo 8 bis. Decisiones individuales automatizadas, incluida la elaboracion de perfiles. El
titular de datos tiene derecho a oponerse y a no ser objeto de decisiones basadas en el tratamiento auto-
matizado de sus datos personales, incluida la elaboracion de perfiles, que produzca efectos juridicos en
él o le afecte significativamente.

El inciso anterior no se aplicara en los siguientes casos:

a) Cuando la decisién sea necesaria para la celebracién o ejecucién de un contrato entre el titular y
el responsable.

b) Cuando exista consentimiento previo y expreso del titular en la forma prescrita en el articulo 12.

¢) Cuando lo sefiale la ley, en la medida en que esta disponga el empleo de salvaguardas a los derechos
y libertades del titular.
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sujeto de decisiones automatizadas que puedan tener efectos juridicos o afectar signi-
ficativamente al individuo. Ademas, garantiza derechos como el acceso a la informa-
cion, transparencia, obtencion de una explicacidn, intervencion humana, expresion
de puntos de vista y el derecho a solicitar la revision de la decision.

La regla del articulo 8 bis se inspira considerablemente en el articulo 22 del Re-
glamento General de Proteccion de Datos de la Uniéon Europea,?® pero lo mejora
significativamente (Contreras, Drago y Viollier, 2024). Consolida explicitamente en
una unica disposicion los derechos a la informacion y transparencia, obtencion de
una explicacion, expresion de puntos de vista y solicitud de revision de la decision.

Ademas, el articulo 8 bis tiene tres diferencias relevantes con su equivalente eu-
ropeo. En primer lugar, la eliminacién del término «inicamente», para tutelar los
intereses de todos quienes han sido objeto de una decisién automatizada, con o sin
intervencién humana. En segundo término, la redaccién del articulo 8 bis disipa las
dudas del cumplimiento de sus requisitos por parte del responsable, con indepen-
dencia de la discusion europea sobre si se trata de un derecho o una prohibicion de
tratamiento. En otros términos, el cumplimiento de los requisitos y garantias conte-
nidas en dicho articulo deben verificarse sin la necesidad de que el titular las invoque
activamente. Finalmente, y en directa conexion con el objetivo de este trabajo, la ley

En todos los casos de decisiones basadas en el tratamiento automatizado de datos personales, inclu-
sive aquellos sefialados en las letras a), b) y ¢) precedentes, el responsable deberd adoptar las medidas
necesarias para asegurar los derechos, libertades del titular, su derecho a la informacién y transparencia,
el derecho a obtener una explicacion, la intervencién humana, a expresar su punto de vista y a solicitar
la revisién de la decision».

28. «Articulo 22. Decisiones individuales automatizadas, incluida la elaboracion de perfiles.

1. Todo interesado tendrd derecho a no ser objeto de una decisién basada Unicamente en el trata-
miento automatizado, incluida la elaboracion de perfiles, que produzca efectos juridicos en él o le afecte
significativamente de modo similar.

2. El apartado 1 no se aplicard si la decision:

a) es necesaria para la celebracion o la ejecucion de un contrato entre el interesado y un responsable
del tratamiento;

b) estd autorizada por el derecho de la Unidn o de los Estados miembros que se aplique al responsable
del tratamiento y que establezca asimismo medidas adecuadas para salvaguardar los derechos y liberta-
des y los intereses legitimos del interesado; o

¢) se basa en el consentimiento explicito del interesado.

3. En los casos a que se refiere el apartado 2, letras a) y ¢), el responsable del tratamiento adoptard las
medidas adecuadas para salvaguardar los derechos y libertades y los intereses legitimos del interesado,
como minimo el derecho a obtener intervencién humana por parte del responsable, a expresar su punto
de vista y a impugnar la decision.

4. Las decisiones a que se refiere el apartado 2 no se basaran en las categorias especiales de datos per-
sonales contempladas en el articulo 9, apartado 1, salvo que se aplique el articulo 9, apartado 2, letra a)
0 g), y se hayan tomado medidas adecuadas para salvaguardar los derechos y libertades y los intereses
legitimos del interesado».
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incorpora explicitamente y sin ambigiiedades el derecho de los titulares de datos per-
sonales a una explicacion en el caso de decisiones adoptadas en forma automatizada
(Contreras, Drago y Viollier, 2024).

No obstante, para los organismos publicos no existe una regla especifica de infor-
macion, oposiciéon o explicabilidad respecto a decisiones automatizadas adoptadas
mediante el tratamiento de datos personales de un titular. En el titulo tercero de la
ley se establecen las reglas especiales aplicables a los organismos publicos. Especifi-
camente, el articulo 21 prescribe que le son aplicables a los organismos publicos los
principios establecidos en el articulo 3 de la ley. Sin embargo, respecto de los derechos
de los titulares, el inciso final del articulo 21 omite cualquier referencia al articulo 8
bis. En efecto, dicho inciso dispone lo siguiente:

Sin perjuicio de las demads normas establecidas en el presente titulo, son aplicables
al tratamiento de datos que efecttien los 6rganos publicos, las disposiciones estable-
cidas en los articulos 2, 14, 14 bis, 14 ter, 14 quéter, 14 quinquies, 14 sexies y 15 bis,
los articulos de los pérrafos segundo y tercero del titulo segundo y los articulos del
titulo quinto y del titulo séptimo de esta ley. Asimismo, le son aplicables los articulos
4,5, 6,77 8, en conformidad a lo dispuesto en el articulo 23.

Esta falta de regulacion especifica presenta desatios importantes para el sector
publico, ya que podria generar situaciones en las cuales se comprometa la equidad
y la transparencia algoritmica. Los algoritmos empleados en estos procesos pueden
producir sesgos o discriminacion, afectando la proteccion efectiva de los derechos de
las personas involucradas.

Sin perjuicio de la omision de la remision a la regla del articulo 8 bis, el Consejo
para la Transparencia dicté unas recomendaciones sobre transparencia algoritmica.”
Dicho instrumento no es vinculante, pero sirve de guia o directriz para los drganos
del Estado en el uso y despliegue de sistemas de decisiones automatizadas. Las reco-
mendaciones incluyen estandares de transparencia proactiva y una directriz similar
al articulo 8 bis. En efecto, en el apartado 6.5, letra c), se establece que dentro de los
deberes en el uso de sistemas de decisiones automatizadas esta el hecho de informar:

El ejercicio del derecho de oposicién a decisiones basadas en el tratamiento au-
tomatizado conforme la normativa de proteccion de datos personales, incluyendo
su derecho a la informacién y transparencia, derecho a obtener una explicacion,
la intervencion humana, a expresar su punto de vista y a solicitar la revisién de la
decision.

La directriz recomendada es sustancialmente similar al articulo 8 bis de la ley.

29. Véase Consejo para la Transparencia, «Resolucion 372 Exenta», 30 de agosto de 2024, disponible
en https://tipg.link/ILBN.
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Aplicabilidad de los estandares del articulo 8 bis y las recomendaciones
en el caso de sistemas de decisiones automatizadas en materia de salud

Como sefialamos anteriormente, el articulo 8 bis no es aplicable a los organismos
publicos al no estar prevista su remision en el articulo 21, inciso final. Sin perjuicio de
ello, las recomendaciones del Consejo para la Transparencia establecen un contenido
similar, al menos desde el punto de vista de un deber de informacién. En este apar-
tado procederemos a analizar la aplicabilidad de los estindares contenidos tanto en
el articulo 8 bis como en dicha recomendacidn, focalizando nuestra atencién en las
decisiones automatizadas del algoritmo de priorizacién de listas de espera no GES.
La relevancia de este articulo en el ambito de la salud se manifiesta, especialmente, al
considerar el impacto de las decisiones automatizadas en el tratamiento médico de
los individuos, toda vez que determina la priorizacion en la atencidén sanitaria y en
la satisfaccion de un derecho fundamental como es el derecho a la proteccién de la
salud.

No obstante, como concluimos con anterioridad, el Sigte no opera como un siste-
ma de decisiones automatizadas. La Subsecretaria de Redes Asistenciales (2021) in-
dicé que en la actualidad se implementa la informatizacion de ciertos criterios prio-
ritarios vigentes desde 2021. Aunque esto no clasifica como un sistema de adopcién
de decisiones automatizadas ni un algoritmo propiamente tal, segtin la descripcion
oficial del sistema si implica el procesamiento de datos sensibles de salud en el con-
texto de la priorizacion de listas de espera, razon por la cual serian perfectamente
aplicables la generalidad de las normas de la Ley 19628.

El algoritmo que se utiliz6 como piloto operéd como un sistema semiautomati-
zado durante su fase inicial de prueba. Segun lo establecido en el articulo 8 bis, y
considerando la innovacién chilena de eliminar la palabra «inicamente» del texto de
la ley, no se descarta por completo la posibilidad de participacién humana, aunque
sea de caracter simbolico o simplemente formal, en el proceso de toma de decisiones
(Contreras, Drago y Viollier, 2024). Es precisamente por esta razén que el algoritmo
podria considerarse como parte de un sistema de decisiones automatizadas o cuasi
automatizadas aplicable a aquellos sujetos bajo las disposiciones del articulo 8 bis.
Por lo tanto, conllevaria deberes de informacién para con el titular de datos y un
derecho de explicabilidad de la decision adoptada por el sistema.

Sin embargo, teniendo presente la respuesta a la solicitud de acceso a informacién
publica entregada por la Subsecretaria de Redes Asistenciales en 2023, la cual afirmé
no contar con un «algoritmo del tipo matematico» (Subsecretaria de Redes Asisten-
ciales, 2023), es pertinente preguntarse si dicho sistema podria ser regulado bajo las
normas de privacidad por disefio y evaluacion de impacto de tratamiento de datos
conforme a las normas del articulo 14 quater y 15 ter.
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Para comprender los requisitos y condiciones de aplicacion del articulo 8 bis, es
primordial tener en cuenta que dicho articulo aborda decisiones automatizadas, in-
cluida la elaboracion de perfiles. Por lo tanto, para que su estandar sea aplicable, es
necesario que estemos siendo objeto de una decisiéon automatizada y, como fue ana-
lizado en la seccion anterior, estamos ante la adopcidn de una decision automatizada
cuando se prescinde de la intervencién humana, es decir, cuando la decision excluye
cualquier influencia humana en el resultado. Una vez superada esta barrera, otro
elemento a considerar es que dicha decision afecte significativamente a la persona
objeto de dicho tratamiento.*® El inciso segundo sefiala cuando no se aplicara este
primer inciso:

a) Cuando la decision sea necesaria para la celebracion o ejecucion de un contrato
entre el titular y el responsable; b) cuando exista consentimiento previo y expreso del
titular en la forma prescrita en el articulo 12; y ¢) cuando lo sefiale la ley, en la medida
en que esta disponga el empleo de salvaguardas a los derechos y libertades del titular.

Pese a ello, la norma indica que, en todas las decisiones basadas en tratamiento
automatizado de datos personales, incluso las de la letra a), b) y c), «el responsable
debera adoptar las medidas necesarias para asegurar los derechos, libertades del ti-
tular, su derecho a la informacién y transparencia, el derecho a obtener una explica-
cion, la intervencion humana, a expresar su punto de vista y a solicitar la revision de
la decision».

El estandar del articulo 8 bis y de la recomendacion del Consejo de Transparencia
seria aplicable al sistema que se pilotd por las autoridades de salud, pero no es necesa-
riamente aplicable al actual modelo de priorizacion de listas de espera. En el modelo
aplicado hoy en dia por el Minsal no estamos ante un sistema de decisiones automa-
tizadas. En este sistema, las decisiones de priorizacion son tomadas por profesionales
de la salud mediante criterios técnicos, segin lo informado por la Subsecretaria de
Redes Asistenciales, tanto en la respuesta de 2023 como en la de 2021 (Subsecretaria
de Redes Asistenciales, 2021, 2023).

30. El Grupo de Trabajo sobre Proteccién de Datos del Articulo 29 (GT29) establece que un «efecto
juridico» implica una actividad de tratamiento que afecta derechos, como la libertad de asociacion, el
voto en elecciones o la toma de acciones legales. Este efecto también puede referirse a algo que influya en
los derechos en un contrato. Aunque no se vean afectados directamente los derechos u obligaciones le-
gales, los interesados atin podrian necesitar proteccion bajo esta disposicion si se ven lo suficientemente
afectados. El GT2g senala que, en muchos casos, la publicidad dirigida no tiene un impacto tan impor-
tante, pero podria «afectar significativamente» a una persona segun sus caracteristicas, considerando
elementos como la intrusidn en la elaboracion de perfiles, las expectativas de las personas involucradas,
la entrega del anuncio o las vulnerabilidades especificas de los interesados. Para més informacién al res-
pecto, véase GT29, «Directrices sobre decisiones individuales automatizadas y elaboracién de perfiles a
los efectos del Reglamento 2016/679», 6 de febrero de 2018, disponible en https://tipg.link/ILCI.
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En el caso especifico que constituye nuestro objeto de estudio, las decisiones se
basan en el tratamiento informatizado de datos sensibles. En esta situacion, el titular
de esos datos podria ejercer su derecho de acceso conforme al régimen legal actual
para «verificar la exactitud de los datos y la legalidad de su tratamiento».** No obstan-
te, con el articulo 5 de la ley reformada se establece que «el titular de los datos tiene
derecho a solicitar y obtener del responsable confirmacion sobre si sus datos perso-
nales estan siendo tratados por él, y en tal caso, acceder a dichos datos y a la siguiente
informacién». Esta informacion incluye detalles sobre los datos tratados y su origen,
la finalidad del tratamiento, las categorias de destinatarios, el periodo de tratamiento
de los datos y los intereses legitimos del responsable, siempre y cuando el titular asi
lo solicite. Dicha solicitud se ofrece como un resguardo al titular de datos, lo que se
materializa en salud con la entrega de la ficha clinica del paciente interesado.

A modo de conclusion

Finalmente, el presunto sistema de decisiones automatizadas empleado por la au-
toridad sanitaria correspondi6 unicamente a un modelo piloto con limitaciones no
adecuadamente explicado, mds cercano a la prueba de un software que a la imple-
mentacion de un sistema plenamente funcional. Con el tipo de informacion dispo-
nible es dificil satisfacer condiciones generales de transparencia algoritmica. Es mas,
dado que el sistema actualmente no se emplea, el algoritmo de priorizacion de listas
de espera deberia ser catalogado como «no vigente» por el Repositorio de Algoritmos
Publicos de la UAI (que establece que se encuentra vigente desde el 4 de febrero de
2019). La ambigiiedad en torno a la clasificacion de este sistema como un algoritmo
solo pudo ser dilucidada tras el ejercicio del derecho de acceso a la informacion pu-
blica, como se ha evidenciado a lo largo de este estudio. Su naturaleza experimental
nos lleva a cuestionar la ausencia de elementos minimos de transparencia en la pre-
sentacion y evaluacion de esta tecnologia ante la sociedad en su conjunto.

Es relevante senalar que, de no ser por una solicitud de acceso a la informacién
publica, podria inferirse erroneamente que el Minsal esta empleando un sistema de
decisiones automatizadas exento de supervision. En los resultados del balance de
gestion publica de 2018, proporcionados por el Ministerio de Salud a través de la
Subsecretaria de Redes Asistenciales, y discutidos previamente en este documento, se
aborda la tematica de las listas de espera para atencion de especialidades y cirugias no
GES. Se indica que la fuente de informacion utilizada es el Sigte, como se detall6 en
las secciones anteriores. Sin embargo, el informe no proporciona informacioén espe-
cifica sobre el algoritmo empleado y su correspondiente evaluacion de impacto, limi-

31. Biblioteca del Congreso Nacional de Chile, «Informe: Régimen legal nacional de proteccion de
datos personales», 21 de julio de 2014, disponible en https://tipg.link/IGXf.
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tandose a mencionar la reduccion en los tiempos de espera. Esta carencia de detalles
puede inducir a confusion en el lector y dificulta una comprension mas completa de
los procesos involucrados.

El desafio en la implementacién de la IA en el sector publico radica en la tensién
generada por intereses contrapuestos. Por un lado, se observa la reticencia a divulgar
informacion acerca de los algoritmos utilizados, mientras que, por otro lado, se des-
taca la necesidad de acceso a dicha informacion. La evidencia demuestra que la infor-
macion disponible es limitada, en tanto inicamente se encontraron tres documentos
en linea, fechados en los afos 2018 y 2019.>* Esta carencia se asemeja a la situacion ex-
perimentada en otros paises, como Espafia y Reino Unido,” donde las recomendacio-
nes sugieren la creaciéon de un catalogo publico actualizado.** Este catalogo tendria
como propdsito destacar el uso de algoritmos con impactos significativos al interior
del Estado, al mismo tiempo que sefialar aquellos proyectos en curso relacionados
con servicios publicos, todo con la finalidad de promover la transparencia y rendi-
cion de cuentas por parte de la Administracion.

Financiamiento

Este trabajo es parte de una investigacion financiada por el Fondecyt Regular 1230895,
por el proyecto I+D-2022 de la Universidad Central de Chile (nimero CIP2022015)
y por un proyecto financiado por el Ministerio de Ciencia e Innovacién de Espaia,
titulado «Claves para una justicia digital y algoritmica con perspectiva de género»
(expediente nimero PID2021-1231700B-100).

32. Nos referimos a Subsecretaria de Redes Asistenciales (2018); Departamento de Estadistica e In-
formacién de Salud y Departamento de Evaluacion de Tecnologia Sanitaria y Salud Basada en Evidencia
(2017) y Minsal, «Balance de gestion integral: Afio 2018», 28 de marzo del 2019, disponible en https://
tipg.link/IHim.

33. «La administracion inteligente en Espana [...] estd siendo desigual y por lo general bastante des-
conocida. En efecto, la administracion inteligente parece estar desarrollandose de forma mucho mas
acelerada en unos ambitos concretos (por ejemplo, para las investigaciones policiales, en el ambito tri-
butario y en materia de seguridad social)» (Capdeferro, 2020: 5). Lo mismo se afirma en un informe
britanico: «El Gobierno deberfa producir, publicar y mantener una lista de dénde se estan utilizando
algoritmos con impactos significativos dentro del Gobierno Central, junto con proyectos en curso o pla-
nificados para algoritmos de servicios publicos, con el fin de ayudar no solo a la participacion del sector
privado sino también a la transparencia» (Capdeferro, 2020: 5).

34. Science and Technology Committee, «Algorithms in decision making», House of Commons, 23 de
mayo de 2018, disponible en https://tipg.link/ILDg
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