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RESUMEN Pese a la rapida introduccion de la inteligencia artificial en nuestra vida co-
tidiana, en Chile, a diferencia del derecho comparado, no existe una regulacion sectorial
que genere un régimen de responsabilidad civil especial o adaptado para hacer frente
a los dafios derivados de su uso. Este articulo explora las alternativas que contempla
nuestra legislacion para enfrentar los dafios derivados de la inteligencia artificial, con
el objetivo de abordar la necesidad de crear una regulacién en el drea. Esto se hace a
través del analisis de las dificultades probatorias y de fondo que generan las categorias
tradicionales de responsabilidad civil del régimen general por producto defectuoso chi-
leno para permitir la imputacion responsabilidad civil por dafios causados por sistemas
inteligentes.

PALABRAS CLAVE Inteligencia artificial, responsabilidad civil, producto defectuoso,
dafios, tecnologia.

ABSTRACT Despite the increasing introduction of artificial intelligence into our daily
lives, in Chile, unlike in comparative law, there is no sectoral regulation that creates a
special civil liability regime or adapts an existing one to address damages resulting from
its use. This article explores the alternatives that our legislation contemplates for deal-
ing with damages derived from artificial intelligence, with the aim of explain the need
to create a regulation in this sense. This is done through the analysis of the substantive
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and evidentiary difficulties generated by the traditional categories of civil liability of
the Chilean general product liability regime to allow the imputation of civil liability for
damages caused by intelligent systems.

KEYWORDS Artificial intelligence, civil liability, defective product, damages, technology.

Introduccion

Aungque han transcurrido varias décadas desde que el concepto de inteligencia artifi-
cial fue empleado por primera vez, es en los tltimos afos que su uso se ha extendido,
principalmente por la existencia de diversas herramientas y tecnologias en las mas
diversas areas que pretenden incorporarla en su funcionamiento. Lo novedoso de
la inteligencia artificial radica en que, de una u otra manera, pretende que algunas
tareas tradicionalmente realizadas por humanos queden a cargo de maquinas o soft-
ware que tendrian una mayor eficacia en tales labores. Al mismo tiempo que su uso
aumenta, han comenzado a proliferar regulaciones especiales para abordar las nue-
vas situaciones que trae consigo esta herramienta. Esta regulacion se desenvuelve en
una doble esfera: ética y juridica.

El propésito de este articulo se relaciona con la regulacién juridica de la inteligen-
cia artificial y, especificamente, con el andlisis de como afrontar los eventuales dafios
producidos por esta. En particular, pretende determinar si la regulaciéon actual es
suficiente para abordar las nuevas situaciones que trae consigo esta herramienta o si,
por el contrario, se requieren modificaciones o derechamente nuevas regulaciones. E1
enfoque esta puesto en sistemas de inteligencia artificial complejos, como los de ma-
chine learning, deep learning o foundation systems, respecto a los cuales las categorias
tradicionales de la responsabilidad civil podrian no ser adecuadas.

Regulacion de la inteligencia artificial y suimpacto
en la responsabilidad civil: Experiencia chilena y comparada

En Chile, el debate sobre la regulacién de la inteligencia artificial estd atin en ciernes.
Nuestro pais cuenta con una Politica Nacional de Inteligencia Artificial desde 2021—
actualizada en 2024—, instrumento que manifiesta la voluntad politica de avanzar en
la adopcidn de esta herramienta y dilucidar algunos aspectos practicos y éticos deri-
vados de su desarrollo y uso. Sin embargo, se trata de un documento sin pretensiones
normativas y que, por lo mismo, no contiene regulacion alguna sobre la responsabi-
lidad civil derivada del uso de esta tecnologia.

Por otro lado, se han presentado proyectos de ley que pretenden regular directa o
indirectamente algunos aspectos de la inteligencia artificial, como su uso conforme
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al nivel de peligrosidad, la creacién de una Comisién Nacional de Inteligencia Arti-
ficial o la sancién de su mal uso desde el punto de vista penal.! Entre estos destaca
solo un proyecto, que aborda en cierta medida los problemas relativos a la respon-
sabilidad civil: el Boletin 16821-19, refundido con el Boletin 15869-19. Este proyecto
se caracteriza por abarcar toda la cadena productiva y de suministro del sistema de
inteligencia artificial —en tanto construye el concepto de operador en términos su-
mamente amplios, que incorporan al proveedor, al implementador, al representante
autorizado, al importador y al distribuidor—, y por contener dos articulos (el 28 y
el 29) que regulan la accion de responsabilidad por culpa que podria derivarse de la
generacion de un dafo provocado por el uso de un sistema de inteligencia artificial.
Elarticulo 28 consagra las pretensiones especificas que puede perseguir la victima del
dano respecto del operador y el articulo 29 sefiala que la accion civil consagrada en
el articulo anterior se tramitard de conformidad al procedimiento sumario. De esta
manera, no solo no existe una regulacion sectorial en efecto que regule a cabalidad
la materia, sino que la nica propuesta que hay a la fecha se remite en su inmensa
mayoria al régimen general existente.

En materia de derecho del consumidor tampoco se ha abordado en profundidad
la responsabilidad derivada de dafos generados por sistemas de inteligencia artifi-
cial. Al respecto, el Servicio Nacional del Consumidor dicté el 18 de enero de 2022 la
Resolucion Exenta 33 sobre proteccion a los consumidores frente al uso de sistemas
de inteligencia artificial en las relaciones de consumo, que establece lineamientos y
exigencias dirigidas a los proveedores que realizan tratamiento de datos personales.

En la experiencia comparada, es la Unidén Europea la que ha logrado en mayor
medida regular los aspectos mas significativos de la inteligencia artificial y las con-
secuencias derivadas de su uso. Una de las iniciativas mas relevantes es el Reglamen-
to de Inteligencia Artificial o Artificial Intelligence Act, elaborado por la Comision
Europea en 2021 y aprobado por el Parlamento Europeo y el Consejo de la Unién
Europea en 2024. El Reglamento introduce obligaciones para desarrolladores, imple-
mentadores y usuarios de sistemas de inteligencia artificial (particularmente respecto
de aquellos que han sido calificados como de alto riesgo) que buscan garantizar la
seguridad, la transparencia y el cumplimiento normativo en su uso. Si bien este re-
glamento no aborda de manera expresa el régimen de responsabilidad civil aplicable

1. Estan, por ejemplo, el Boletin 15869-19, que regula los sistemas de inteligencia artificial, la robética
y las tecnologias conexas, en sus distintos ambitos de aplicacion; el Boletin 15935-7, que modifica el C6-
digo Penal para sancionar el mal uso de la inteligencia artificial; el Boletin 16021-07, que modifica el Co-
digo Penal para incorporar, como circunstancia agravante de la responsabilidad, el uso de la inteligencia
en la comision de un delito; el Boletin 16112-07, que modifica el Cédigo Penal en lo relativo al delito de
usurpacion de identidad en el contexto de uso de inteligencia artificial; y el Boletin 16387-19, que permite
el uso de inteligencia artificial en la evaluaciéon de exdmenes de mamografia.
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a sistemas inteligentes, el incumplimiento de sus normativas podria influir en litigios
civiles bajo normativas nacionales de los Estados miembros de la Unién Europea.

Ahora bien, en relacion con el régimen de responsabilidad civil aplicable a los da-
fios generados por un sistema de inteligencia artificial, el Parlamento Europeo dict6
en octubre de 2020 una resoluciéon que recomendé a la Comisién Europea aplicar
un régimen de responsabilidad bipartito. Asi, este instrumento sugiere establecer un
sistema de responsabilidad objetiva para la inteligencia artificial de alto riesgo y sub-
jetiva para el resto de los casos. Adicionalmente, en septiembre de 2022, la Comisién
Europea publicé una propuesta de directiva relativa a la adaptacion de las normas
de responsabilidad civil extracontractual a la inteligencia artificial. Sin perjuicio de
que esta iniciativa fue retirada en febrero de 2025, establece ciertos lineamientos que
pueden resultar relevantes como modelo a seguir en materia de inversién de carga
de la prueba.

Por ultimo, el 23 de octubre de 2024 se dicto la Directiva (UE) 2024/2853 del Par-
lamento Europeo y del Consejo que introdujo una serie de modificaciones y actuali-
zaciones a la Directiva 85/734/CEE sobre responsabilidad por los dafios causados por
productos defectuoso, con el objeto de que esta normativa pueda resultar aplicable
a las hipotesis de dafios producidos por inteligencia artificial (Nueva Directiva (UE)
2024/2853). Dentro de las innovaciones relevantes se encuentra la expansion del con-
cepto «producto» para que incluya, por ejemplo, archivos de fabricacion digital y
programas informaticos; la atribucion de responsabilidad al sujeto pasivo «operador
econdmico», definido con gran amplitud para que alcance toda la cadena productiva
y de suministro del sistema de inteligencia artificial; y el establecimiento de presun-
ciones simplemente legales a favor de la victima, en relacién con la existencia del
defecto y del nexo causal con el dafio.

En Estados Unidos también destacan algunas iniciativas en la materia. A nivel fe-
deral, las propuestas de regulacién mas relevantes son el Algorithmic Accountability
Act de 20237 y de 2025.3 Estas propuestas, si bien no abordan expresamente materias
de responsabilidad civil, establecen una serie de obligaciones legales en relacién con
asesorias de impacto de sistemas de inteligencia artificial, cuyo incumplimiento po-
dria conllevar eventuales hipdtesis de culpa infraccional. Sin embargo, es a nivel es-
tatal donde se ha pretendido regular con mayor especificidad la responsabilidad civil
generada en el contexto de uso de sistemas de inteligencia artificial.

Al respecto, cabe destacar el Senate Bill 358 de Rhode Island (2025), que propone
un régimen de responsabilidad estricta para el desarrollador del sistema de inteligen-

2. 118.° Congreso de los Estados Unidos, Algorithmic Accountability Act of 2023, S. 2892, 21 de septiem-
bre de 2023, disponible en https://tipg.link/k33U.

3. 119.° Congreso de los Estados Unidos, Algorithmic Accountability Act of 2025, S. 2164, 25 de junio de
2025, disponible https://tipg.link/k34P.
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cia artificial. Particularmente interesante en esta propuesta es el rol protagénico que
ocupa el comparativo entre el comportamiento del sistema de inteligencia artificial y
el estandar de diligencia esperado de un ser humano en similares circunstancias. En
este sentido, el desarrollador puede eximirse de responsabilidad si el comportamien-
to del sistema de inteligencia artificial satisface el estandar de cuidado aplicable a los
humanos que cumplen su misma funcién. También puede eximirse en caso de que el
sistema de inteligencia artificial no alcance el desempefio previsto o razonablemente
anticipado por el usuario si la conducta del sistema no cumple con los elementos de
negligencia ni de ningun delito o agravio intencional si hubiera sido realizada por un
ser humano adulto en pleno uso de sus facultades mentales.*

Otro proyecto interesante en la materia es el Tenessee Elvis Act («Ensuring Like-
ness, Voice and Image Security»), efectivo desde julio de 2024, que consagra un ca-
talogo de acciones civiles que habilitan a la victima a perseguir indemnizaciéon de
perjuicios en caso de que exista un uso no autorizado de su nombre, imagen o voz a
través de inteligencia artificial.

Por ultimo, en el contexto latinoamericano destaca el Proyecto de Ley 2338 de
2023, actualmente en tramitaciéon ante la Camara de Diputados de Brasil,’ que entre-
ga a la normativa previamente existente —el Codigo de Defensa del Consumidor y el
Cédigo Civil— la regulacion de la materia. Sin perjuicio de lo anterior, este proyecto
provee algunos criterios para guiar al juez en la determinacion de la aplicabilidad
del régimen de responsabilidad objetiva establecido en el Codigo Civil brasilefio en
caso de intervenir un sistema de inteligencia artificial. Asimismo, otorga al juez la
facultad de invertir la carga de la prueba cuando la victima se encuentre en situacién
de desamparo o cuando las caracteristicas del sistema de inteligencia artificial hagan
excesivamente gravosa para la victima la prueba de los requisitos de la responsabili-
dad civil.

Con base en la experiencia comparada, y considerando los estatutos de respon-
sabilidad existentes, este trabajo se propone analizar si la actual regulacién en Chile
sobre productos defectuosos permitiria abordar satisfactoriamente —al menos en un
primer momento— las consecuencias dafosas derivadas de sistemas de inteligencia
artificial. En todo caso, el ambito de la inteligencia artificial supone un alto grado de
sofisticacion técnica, lo que, sumado al rapido avance en la evolucién de esta tecno-
logia, hace necesario que algunos criterios y categorias usados tradicionalmente en
materia de responsabilidad civil sean adaptados legal o interpretativamente.

4. «An Act Relating to Courts and Civil Procedure — Procedure Generally — Causes of Action», Rhode
Island Senate Bill 358, 2025, seccidn 1, puntos d.1 y d.2, disponible en https://tipg.link/l7pd.

5. Senado Federal de Brasil, Projeto de Lei 2338: Dispde sobre o uso da inteligéncia artificial, 3 de
mayo de 2023, disponible en https://tipg.link/kyCd.
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Las caracteristicas especiales de la inteligencia artificial que dificultan
aplicar las categorias tradicionales de responsabilidad civil

No hay una definiciéon universal de inteligencia artificial, porque no hay consenso
sobre cuales deben ser las notas comunes para que diversos aparatos sean considera-
dos «inteligentes» y porque el esfuerzo resultaria inutil considerando que la defini-
cion quedaria rapidamente obsoleta debido al ritmo con el cual avanza la tecnologia
(Atienza Navarro, 2022: 37).° La inteligencia artificial fue definida por primera vez
por McCarthy como «la ciencia e ingenieria de hacer maquinas que se comporten de
una forma que llamariamos inteligente si el humano tuviese ese comportamiento».”
En una linea similar, Russell y Norvig (citados en Scherer, 2016: 360) presentan varias
definiciones del concepto, clasificindolo en cuatro categorias: pensar humanamente,
actuar humanamente, pensar racionalmente y actuar racionalmente. La inteligencia
artificial también fue definida por el Grupo de Expertos de Alto Nivel en Inteligencia
Artificial de la Comision Europea como:

Software (y posiblemente también hardware) disefiados por humanos que, dado
un objetivo complejo, actiian en una dimension fisica o digital, percibiendo su en-
torno mediante la adquisicion de datos y la interpretacién de dichos datos, ya estén
estructurados o no, razonando, procesando la informaciéon derivada de los datos
y tomando la mejor decision para alcanzar el referido objetivo (citado en Atienza
Navarro, 2022: 40).

En Chile no existe una definicién legal de inteligencia artificial, sin perjuicio de
que la Politica Nacional de Inteligencia Artificial adhiere a la definicion propuesta por
la Organizacion para la Cooperacion y el Desarrollo Econémico, que la define como:

Un sistema computacional que, en funcién de objetivos explicitos o implicitos,
infiere, a partir de los datos de entrada que recibe, cdmo generar resultados tales
como predicciones, contenidos, recomendaciones o decisiones que [pueden] influir
en entornos fisicos o virtuales. Los distintos sistemas de inteligencia artificial varian
en sus niveles de autonomia y capacidad de adaptacion tras la implementacién (Mi-
nisterio de Ciencia, Tecnologia, Conocimiento e Innovacion, 2024: 8).

Ahora bien, el objetivo de esta seccion no es entregar una definicién univoca o
nueva del concepto de inteligencia artificial, sino identificar las principales carac-
teristicas que posee esta tecnologia y que podrian generar problemas al momento
de aplicarse los regimenes de responsabilidad civil vigentes a los dafos que estas
generen. Al respecto, el informe del Grupo de Expertos de 2019 y diversa doctrina

6. En el mismo sentido, véase Scherer (2016: 359).
7. John McCarthy, «What is artificial intelligence», 112 de noviembre de 2007, disponible en https://
tipg.link/kFrH. La traduccién es propia.
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extranjera (Atienza Navarro, 2022: 56-66)° han identificado algunas caracteristicas
problematicas frecuentes.

En primer lugar, las inteligencias artificiales son sistemas complejos, lo que, segun
Atienza Navarro (2022: 56-57), tiene tres manifestaciones: i) interna, porque supone
un ocultamiento de los datos que llevan al sistema a tomar decisiones y que permiten
comprender los resultados a los que llega el algoritmos; ii) externa, dada la pluralidad
de sujetos que participan en la puesta en circulacion del sistema inteligente (disefia-
dores de los algoritmos, proveedores de datos, operadores de sistemas, etcétera); y iii)
de factores de las que se nutren los sistemas, puesto que su funcionamiento depende
de muchos ecosistemas conectados.

En segundo lugar, se trata de sistemas interconectados, pues el dispositivo inteli-
gente se comunica con otros a través de internet o intercambia datos con otros conec-
tados con él mediante sensores integrados. Por ello, los datos con los que operan los
sistemas inteligentes no siempre son conocidos cuando son disefiados o fabricados
(Atienza Navarro, 2022: 57).

En tercer lugar, estos sistemas se caracterizan por su opacidad, ya que los algorit-
mos ya no se presentan como un cédigo mas o menos legible, sino como una «caja
negra» que ha evolucionado mediante el autoaprendizaje y que no podemos com-
prender. Asi, para las victimas es cada vez mas dificil identificar esas tecnologias
como una posible fuente de dafio y aun mas explicar por qué o como lo ha causado
(European Comission, 2019: 33).

En cuarto lugar, una de las caracteristicas mas relevantes de los sistemas inteli-
gentes es la capacidad de autoaprendizaje y de actuar con autonomia, que les permite
aprender de la experiencia y reaccionar de manera distinta segun los inputs que re-
ciben. Ello lleva a que tomen decisiones sobre la base de lo que aprenden de su en-
torno, que son auténomas y muchas veces inexplicables para sus creadores (Atienza
Navarro, 2022: 59).

En quinto lugar, son sistemas abiertos, sujetos a actualizaciones y mejoras, por lo
que no funcionan como sistemas cerrados e invariables (Atienza Navarro, 2022: 62).
Por ultimo, son vulnerables, al depender en gran medida de datos externos, que con-
dicionan la precision de los resultados y que, al alimentar el proceso de aprendizaje,
influyen directamente en la decisién adoptada. Esto también los hace estar expuestos
a ciberataques, que pueden producir dafios a quienes los utilizan. Dada la naturaleza
de las herramientas de inteligencia artificial, resulta dificil responsabilizar al fabri-
cante, al disefiador, al programador o al usuario cuando se produce un dafio de es-
tas caracteristicas (Atienza Navarro, 2022: 62-63). Todas estas caracteristicas generan

8. En el mismo sentido, véase Yeung (2019: 50); Geistfeld y otros (2023: 9-10); Li, Faure y Havu (2022:
619-620).
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una serie de dificultades al emplear las categorias tradicionales de responsabilidad
para imputar responsabilidad a un sujeto determinado.

El régimen de responsabilidad civil por producto defectuoso en Chile:
El Cédigo Civil, la Ley de Proteccion de los Derechos de los Consumidores
y el Cédigo Sanitario

Segun se desprende de la Directiva 85/374/CEE, en la Unién Europea ha existido con-
senso en la aplicacion del régimen de responsabilidad civil por productos defectuosos
alos danos causados por la inteligencia artificial, sin perjuicio de existir acuerdo en que
esta regulacion debe ser adaptada para hacer frente a esta nueva realidad (Koch y otros,
2022: 25-63), lo que finalmente ocurri6 con la dictacion de la Nueva Directiva (UE)
2024/2853. Por ello, analizaremos la procedencia de este régimen en el caso chileno.
Pareciera existir consenso en la doctrina en que Chile no contempla un estatuto
general de responsabilidad civil por producto defectuoso (Rosas, 2018: 25). Mas bien,
la ley establece hipotesis dispersas en diferentes cuerpos normativos, en los que se
seflala quién debera responder por dafnos que emanan de un producto en circuns-
tancias especificas. Para analizar la regulacion de la responsabilidad por la puesta en
circulacién de un producto defectuoso, nos referiremos al Codigo Civil, a la Ley de
Proteccion de los Derechos de los Consumidores (LPDC) y al Cédigo Sanitario.

La regulacion del producto defectuoso en el Cédigo Civil:
Notas del derecho comun para solucionar desde la Iégica general
problemas de caracter mas bien especial

El Cédigo Civil no presenta ningtin acapite o norma referida genéricamente a la res-
ponsabilidad por productos defectuosos, sino que incluye solo referencias especificas
a ciertos objetos, sin que pueda verdaderamente sostenerse que caben dentro del
concepto de producto defectuoso.® Sin embargo, siguiendo a Barros Bourie (2020),
es posible sostener que la presuncion de culpa por el hecho propio que se desprende
del articulo 2329 puede ser utilizada para un caso de producto defectuoso o inseguro.
En efecto, seniala Barros Bourie, a propodsito de esta disposicion, que «acreditado el
dafio y el defecto del producto, se puede presumir, en principio, que la causa del dafio
fue el defecto del producto y que el defecto se debio a culpa del fabricante o produc-
tor» (2020: 162). Asi, se plantea que el Codigo Civil no sigue la norma preponderante
en el derecho comparado de establecer una responsabilidad estricta calificada por el
defecto del producto, sino que contiene una presuncién de culpa por el hecho propio
del fabricante (Barros Bourie, 2020: 817).

9. Asi se desprende de lo sefialado por Gatica Rodriguez y Hernandez Paulsen (2019: 19).

8
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Ahora bien, el articulo 2329 establece «una presuncién de culpabilidad cuando
el daio proviene de un hecho que, por su naturaleza o por las circunstancias en que
se realizo, es susceptible de atribuirse a culpa o dolo del agente» (Alessandri Rodri-
guez, 1943: 292). La pregunta entonces es: ;qué ocurre cuando el defecto no puede ser
reconducido a un supuesto de culpa o dolo? Ello ocurre en muchos casos de dafios
derivados de inteligencia artificial. Esta interrogante tiene particular relevancia, dado
que el que la culpa se presuma no implica que sea una ficcion o que se prescinda de
ella, como ocurre en los casos de responsabilidad estricta. Por lo tanto, segun las
circunstancias particulares del caso y las defensas invocadas por el demandado, la
atribucion de responsabilidad podra ser desvirtuada.

La regulacion del producto defectuoso en la Ley de Proteccién
de los Derechos de los Consuimdores: Hipétesis de aplicacién y debate

Con la dictacion de la LPDC aparecen diversas disposiciones relevantes en materia
de dafios derivados de productos, en particular en los articulos 23 y 44 a 49 de dicha
ley. El articulo 23 sefiala:

Comete infraccion a las disposiciones de la presente ley el proveedor que, en la
venta de un bien o en la prestacion de un servicio, actuando con negligencia, cau-
sa menoscabo al consumidor debido a fallas o deficiencias en la calidad, cantidad,
identidad, sustancia, procedencia, seguridad, peso o medida del respectivo bien o
servicio.

Del tenor literal de la norma se pueden extraer algunos requisitos de proceden-
cia. Sin embargo, el alcance de cada uno de estos ha sido discutido por la doctrina y
jurisprudencia.

Legitimacion activa

Los dafios derivados de productos defectuosos pueden dar lugar a diferentes rela-
ciones entre particulares. La primera hipotesis es la del consumidor que compra un
producto que tenia un defecto que le causé un dafio directamente, constituyendo
el legitimado activo para perseguir la responsabilidad, sin que ello amerite mayor
analisis o discusion. Por otro lado, nuestra doctrina y jurisprudencia ha identifica-
do la figura del «consumidor potencial», que sera tipicamente la situacién de una
persona que sufre dafios antes de siquiera alcanzar a comprar,” y la del «consu-
midor material», que refiere a «aquel que disfruta del bien, pero no lo adquiere»
(Barrientos, 2009: 80).

10. Sentencia rol 174-2005 de la Corte de Apelaciones de Concepcidn, 24 de diciembre de 2007, Legal
Publishing N. 37964.
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Cada caso implicard relaciones diferentes entre la persona afectada y el eventual
responsable, pues en el primero la responsabilidad del vendedor o prestador de ser-
vicios es indiscutidamente contractual, mientras que en los otros casos es de respon-
sabilidad extracontractual. Esto ocurre sin perjuicio de los buenos argumentos que
existen para sostener que la responsabilidad civil derivada de la LPDC constituye un
caso de responsabilidad sui generis que no debe analizarse bajo la dicotomia clasica
(Mendoza, 2019: 80).

El dafio debe ser antecedido de una venta o prestacion de un servicio: ;Quién
es el agente responsable: el vendedor/prestador de servicios, el fabricante o ambos?

El primer requisito que surge de la lectura del articulo 23 de la LPDC es que debe
existir un acto de consumo especifico: una venta o prestacién de un servicio. En
efecto, dicho articulo imputa responsabilidad al vendedor o prestador de servicios
por las consecuencias dafiosas del fabricante. Ello, en palabras de Barrientos Camus y
Contardo Gonzalez, «genera una distorsion, que produce una mayor responsabilidad
del vendedor» (2013: 560). Sin embargo:

Si se piensa en los fundamentos de la responsabilidad civil por productos defec-
tuosos, el responsable deberia ser el fabricante, no el vendedor. Este ultimo sujeto se
encuentra al margen del proceso de produccién de los dafos, no ocasiona el defecto
ni puede adoptar las medidas precisas para prevenir su aparicion (Barrientos Camus
y Contardo Gonzalez, 2013: 560).

Segtin Corral Talciani (1996: 195), esta disposicion limitaria la legitimacion pasiva
al vendedor, excluyendo al resto de los agentes de la cadena. Por su parte, Barros Bou-
rie pareciera distinguir entre los tipos de obligaciones que competen a cada miembro
de la cadena de produccién y distribucion, dado que «el vendedor directo no tiene
control sobre la materia de los riesgos relevantes, y que la deficiencia en el producto
proviene generalmente del proceso de fabricacion o disefio del mismo. En la préctica,
esto disminuye la probabilidad de que el proveedor demandado sea hallado culpable»
(Barros Bourie, 2020: 818-819). Asi, Barros Bourie distingue aquellos deberes de segu-
ridad que incumben al vendedor, atribuyéndole los dafios provocados a los consumi-
dores por la infraccién de dichos deberes, sin perjuicio de que las fallas del producto
puedan tener origen en la actividad de los fabricantes y en dicho caso la responsabili-
dad no sera del vendedor o prestador del servicio (Barros Bourie, 2020: 819).

Por otro lado, Barrientos plantea una postura diferente a la de Corral Talciani,
justificando el alcance del articulo 23 de la LPDC al fabricante en razén de la teoria de
los contratos conexos (Barrientos Camus y Contardo Gonzadlez, 2013: 561), que per-
mitiria demandar de forma conjunta al fabricante y al vendedor. En similar sentido,
Gatica Rodriguez y Hernandez Paulsen sostienen que el articulo 23 de la LPDC debe
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poder alcanzar la responsabilidad del fabricante, pues de otro modo resultaria senci-
llo para los proveedores exonerarse de responsabilidad probando la falta de culpa, es
decir, que no fabricd ni disefi6 el respectivo bien o que no tomo parte en la elabora-
cion de la informacion proporcionada al consumidor, haciéndose practicamente im-
posible que exista responsabilidad civil por producto defectuoso (Gatica Rodriguez y
Hernandez Paulsen, 2019: 28). No obstante, Barros Bourie critica esta interpretacion
al plantear que termina «desnaturalizando su proposito de regular el incumplimiento
de los deberes de seguridad que pesan sobre el proveedor» (2020: 819-820).

Siguiendo a Barros Bourie (2020), consideramos que la discusién que se ha dado a
proposito de este articulo es aparente, pues que el articulo 23 de la LPDC alcance o no
al fabricante no implicara que no pueda perseguirse su responsabilidad por los dafios
provenientes de su fabricacion, sino que esta no se fundara en dicho articulo, a pesar
de que la accidon indemnizatoria podria tener practicamente el mismo contenido. A
nuestro entender, el articulo 23 no tiene por qué desplazar las demads disposiciones
normativas que permiten fundamentar la responsabilidad del fabricante por sus pro-
pios actos, puesto que este de todas formas podria ser perfectamente responsable y su
culpa puede ser presumida de acuerdo al articulo 2329 del Cédigo Civil. Ello ocurre,
precisamente, en atencion a que es inicamente el fabricante quien tiene control de los
riesgos al momento de la fabricacién (Barros Bourie, 2020: 818-822). Asimismo, tam-
bién se podria fundar su responsabilidad en otras disposiciones de la LPDC, como el
articulo 3 d), por ejemplo.

En consecuencia, el articulo 23 de la LPDC regula los deberes de seguridad del
proveedor/vendedor o el prestador de servicio, haciéndolos responsables de todo
aquel defecto que provenga de hechos o circunstancias ocurridos mientras el pro-
ducto se encuentra en su custodia, dado que es justamente ese el periodo en el que
dicho proveedor tiene el control del riesgo. Estimamos que los dafios que provengan
exclusivamente de defectos del fabricante deberan reconducirse a los propios deberes
de este, ya sea a través de la LPDC o mediante el Codigo Civil. Asisera mds coherente
que la culpa del fabricante se presuma.”

El proveedor debe actuar con negligencia

Tal como emana del tenor literal del articulo 23 de la LPDC, el legislador estable-
ci6 como requisito para la configuracion de la responsabilidad que se trate de una
actuacion con negligencia. Corral Talciani (1996: 297) es critico con esta eleccion y
sefiala que se trata de una imputabilidad subjetiva que se construye sobre la base de
la malicia o negligencia, y es deficiente para solucionar los problemas derivados de
productos defectuosos. En sus palabras:

11. En este sentido, vedse Corral Talciani (1999: 309).
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Se aduce, por una parte, la gran dificultad de atribuir culpa o negligencia en la ma-
yoria de los supuestos de perjuicios derivados de bienes defectuosos. Los procesos
tecnolégicos de alta complejidad, a pesar de los controles de calidad cada vez mas
exigentes, no pueden evitar por si mismos que no se produzca algin factor capaz de
causar dano (Corral Talciani, 1996: 287).

Por su parte, Gatica Rodriguez y Hernandez Paulsen (2019: 36-37) sugieren que la
referencia a negligencia que utiliza el articulo 23 de la LPDC no excluye la posibili-
dad de que se apliquen las presunciones de culpa derivadas del principio de res ipsa
loquitur o de la culpa en la organizacién. No obstante, Barros Bourie (2020: 818) da a
entender que no son posibles soluciones provenientes de presunciones si la respon-
sabilidad se justifica en el articulo 23 de la LPDC.

Sostenemos que la frase «actuando con negligencia» que se emplea en el articulo
23 de la LPDC es solo una referencia lingiiistica para precisar que lo que se pretende
regular es la actividad del vendedor o prestador de servicios propiamente tal. No
pareciera existir inconveniente en que se utilice el articulo 2329 del Cédigo Civil para
presumir la negligencia a la que se refiere el articulo 23 de la LPDC, pero pareciera
que dicha presuncién no puede basarse inicamente en criterios de riesgo incremen-
tal o de peligrosidad, por cuanto el uso de la palabra actuando permite concluir que
se requiere un analisis del accionar del vendedor o prestador de servicios. Esto ex-
cluye la posibilidad de presumir la culpa a través de criterios inicamente objetivos,
como la naturaleza del producto o servicio, lo que es especialmente relevante en ca-
sos de dafios en contexto de inteligencia artificial.

El concepto de «producto» y «defecto»

Otro de los elementos que corresponde dilucidar al momento de aplicar el articulo
23 de la LPDC es el concepto o la definicion de servicio/producto y de defecto. La
doctrina nacional ha prestado poca atencidn al concepto de servicio, circunscribién-
dose la discusion al ambito de los productos. Parece adecuado el planteamiento de
Brantt y Mejias Alonzo (2018: 613) respecto a que «servicio» es una categoria amplia
y flexible por la multiplicidad de casos en que se puede desenvolver, pero que cuenta
con algunas caracteristicas comunes. Los autores entienden por «servicio»:

Contratos en que destaca como objeto una obligacién de hacer, cuya prestacion
consiste en ejecutar o realizar una actividad, sea material o inmaterial, que, en si
misma considerada o junto con su resultado si lo hubiere, beneficia exclusivamente
al cliente y satisface su interés, en tanto representa la utilidad que persigue concretar
con el contrato (Brantt y Mejias Alonzo, 2018: 613).

Considerando que este trabajo tiene por objeto evaluar la aplicabilidad del régi-
men de producto defectuoso a los dafos causados por sistemas de inteligencia ar-
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tificial, lo mas relevante es analizar si es que el concepto de «producto» se puede
extender a bienes incorporales. Para Isler (2013: 26-27), la LPDC opté por distinguir
entre producto y servicio, acogiéndose a una nocion restrictiva de producto, a pesar
de que existan casos en los que el servicio implique proporcionar productos a los
consumidores (Isler, 2013: 26-27). En ese sentido, «se puede entender por “producto”
a todo bien corporal, mueble o inmueble que sea el objeto de una relacion de consu-
mo» (Isler, 2013: 32). A mayor abundamiento, «es posible inferir que el producto solo
puede ser un bien corporal, quedando el campo de los derechos a los denominados
servicios» (Isler, 2013: 36).

De esta manera, un producto es un bien corporal, mientras que un servicio no
requiere de corporalidad. Sin embargo, la forma en que el articulo 23 de la LPDC al-
canza la responsabilidad tanto del vendedor como del prestador de servicios permite
adelantar que la discusion respecto de la corporalidad no es tan relevante en Chile
como si lo ha sido en Europa (Herndndez Ramos, 2018: 87-121), pues lo incorporal
puede reconducirse al concepto de servicio, sin que sea necesario que se trate de un
producto para poder aplicar dicho régimen.

Por otro lado, en lo referente al concepto de defecto, el articulo 23 de la LPDC optd
por una nocioén amplia que se justificaria en dos derechos del consumidor: la calidad
del bien o servicio y la seguridad de este, por lo que «es posible entender el defecto
como cualquier imperfeccion del producto que atente contra la legitima calidad y
seguridad que pueda esperar de él un consumidor medio, de acuerdo con parame-
tros razonables» (Isler, 2013: 119). Asi, mientras la seguridad tiene relacién con que el
bien o servicio no provoque amenaza de dafios en la persona o en los bienes de los
consumidores, la calidad se dividird en un sentido subjetivo, que se configura por las
expectativas racionales del consumidor, y en un sentido objetivo, relacionado con las
caracteristicas intrinsecas del producto (Isler, 2013: 242).

El producto o servicio eventualmente peligroso o riesgoso
en la Ley de Proteccién del Consumidor

A diferencia del derecho comparado, la LPDC distingue el régimen de producto de-
fectuoso con aquel potencialmente peligroso, toxico, riesgoso o inseguro. Los articu-
los 44 a 49 consagran un régimen especial respecto del articulo 23 de la LPDC. La
ley no prohibe productos que impliquen peligro o que sean téxicos per se, sino que
establece exigencias normativas para que dichos productos ingresen al mercado de
forma segura para los consumidores y usuarios (articulo 45 de la LPDC).

Asi, la primera obligacién de un proveedor de productos o servicios con estas
caracteristicas es transmitir lo necesario para que se pueda efectuar un uso seguro
de estos (Corral Talciani, 2013a: 924-928). El articulo 46 de la LPDC exige que todo
fabricante, importador o distribuidor de bienes informe sobre peligros o riesgos no
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previstos oportunamente que surjan con posterioridad a la introduccion de ellos en
el mercado. Asi, el legislador admite un grado de peligro o toxicidad, pero establece
un deber en los proveedores de mitigar el riesgo de que dichos peligros o intoxica-
ciones se produzcan.

Ahora bien, la responsabilidad derivada de estos productos se encuentra consagra-
da en el articulo 47 de la LPDC, pero debemos precisar algunos requisitos que la ley
establece para que esta se haga efectiva. A diferencia de lo que ocurre con el articulo
23, se exige como requisito indispensable que esta caracteristica de peligrosidad o to-
xicidad del producto sea declarada previamente por el juez o la autoridad compe-
tente. Esto ocurre porque este régimen no estd diseiado para fallas en el producto o
servicio, sino respecto de eventuales afectaciones a la seguridad de los consumidores
que provengan de su uso natural (Corral Talciani, 2013a: 924-928). De esta forma, al-
gunos autores sostienen que el legislador habria limitado la posibilidad de demandar
cualquier dafio previo a la declaracién (Corral Talciani, 2013b: 933-938), mientras que
otros sostienen que tnicamente se trataria de un requisito habilitante para hacer efec-
tiva la responsabilidad, sin importar el momento en que se produjo el daio.”

Por ultimo, el inciso segundo del articulo 47 de la LPDC permite al proveedor
eximirse de responsabilidad si cumple con todas las medidas de prevencion legal o
reglamentarias y los demas cuidados y diligencias que exija la naturaleza de aquellos.
No obstante, mientras no exista regulacién normativa de la inteligencia artificial en
Chile, es improbable que esta exencion de responsabilidad pueda aplicarse para casos
de dafos causados por dichas tecnologias.

El producto sanitario defectuoso del Cédigo Sanitario

Por dltimo, el Cddigo Sanitario también consagra un régimen por producto defec-
tuoso. El articulo 111 H define «producto sanitario defectuoso» como:

Aquel que no ofrezca la seguridad suficiente, teniendo en cuenta todas las circuns-
tancias ligadas al producto y, especialmente, su presentacion y el uso razonablemen-
te previsible. Asimismo, un producto es defectuoso si no ofrece la misma seguridad
normalmente ofrecida por los demas ejemplares de la misma serie.

En palabras de Barros Bourie (2020: 821), esta definicidn es bastante amplia e in-
cluye aquellas deficiencias de manufactura, disefio e informacion.

Se ha planteado del tenor del articulo 111 ] que el Cédigo Sanitario modifica el Co-
digo Civil, consagrando una responsabilidad mas estricta que la general, por cuanto
obliga al afectado a probar el defecto, el dafo y la relacion causal entre ambos (Gill-

12. Véase, por ejemplo, en Barros Bourie (2020) y Zelaya (1999).
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more y otros, 2024).” En idéntico sentido, Barros Bourie ha sostenido que «a dife-
rencia de lo que ocurre en materia de consumidores, este si constituye un régimen de
responsabilidad estricta calificada, fundado directamente en el defecto del producto
y no en la infraccién a deberes de seguridad del fabricante» (2020: 821).

Sin ir mas lejos, el articulo 111 K del Cédigo Sanitario limita al proveedor la posi-
bilidad de eximirse de responsabilidad, en tanto sefiala:

El demandado no podra eximirse de responsabilidad alegando que los dafios oca-
sionados por un producto sanitario defectuoso se originan de hechos o circunstan-
cias que no se previeron segtn el estado de los conocimientos cientificos o técnicos
existentes en el momento de su puesta en circulacién o uso.

Asi, el legislador estableci6 un régimen de responsabilidad estricta calificada para
los productos sanitarios defectuosos. Como lo ha sostenido la Corte Suprema, co-
rresponde a una valoracion objetiva de la calidad de la cosa o servicio de acuerdo con
un estandar de calidad que el consumidor tiene derecho a esperar.™

Impacto de la introduccién de la inteligencia artificial
en las categorias tradicionales de responsabilidad civil proveidas
por el régimen de responsabilidad por producto defectuoso

Hay distintas posturas sobre la regulacién propicia para tratar los problemas de im-
putacion de responsabilidad civil derivada de dafos producidos por sistemas inte-
ligentes. Hay quienes plantean la aplicacion de los regimenes de responsabilidad ya
existentes, sin necesidad de crear una nueva regulacion. Otros sostienen la posicion
contraria, pues la opacidad, complejidad, interconexién y autonomia de la inteligen-
cia artificial trae consigo la necesidad de elaborar un régimen de responsabilidad di-
ferente. Por tltimo, existe también una postura ecléctica que defiende adaptar alguna
legislacion ya existente, pero elaborando una regulacion especifica para los dafios
causados por sistemas inteligentes (Atienza Navarro, 2022: 134-136).

Estas discusiones son nuevas en Chile, por lo que existen escasos pronunciamien-
tos por parte de la doctrina o la jurisprudencia nacional. Por ello, e independiente
de la postura que se siga, analizaremos si es 0 no posible subsumir los supuestos de
dafos de la inteligencia artificial en los regimenes de responsabilidad por productos
0 servicios ya expuestos en esta investigacion.

13. «El perjudicado que pretenda obtener la reparacién de los dafios causados tendra que probar el
defecto, el dafo y la relacién de causalidad entre ambos. En los ensayos clinicos, acreditado el daio, se
presumird que este se ha producido con ocasion de la investigacion».

14. Corte Suprema, sentencia rol 43630-2020, 22 de noviembre de 2021.
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(Puede ser la inteligencia artificial calificada como producto o servicio?

Gran parte de la discusion en el derecho comparado, particularmente en el contexto
europeo, sobre la aplicabilidad del régimen por producto defectuoso a la inteligencia
artificial se ha centrado en si puede ser considerada un producto (Atienza Navarro,
2022: 142-143). Fue este debate lo que llevo a la dictacion de la Nueva Directiva (UE)
2024/2853, que incorpord expresamente dentro de la definicién de «producto» los
archivos de fabricacion digital y los programas informaticos para que pudiera apli-
carse no solo respecto de los productos fisicos que incluyen sistemas inteligentes,
sino también sobre los sistemas que son completamente virtuales y sin soporte fisico.

Bajo esta légica, la falla de un sistema inteligente incorporado en un dispositivo
electrénico de cualquier tipo, por ejemplo, un parlante o una aspiradora, podria per-
fectamente ser considerada como una hipoétesis de producto defectuoso, conforme
al articulo 23 de la LPDC, o un producto inseguro o peligroso, en razén del articulo
45 de la misma ley. También podria considerarse como tal por aplicacion del articulo
2329 del Cédigo Civil, que no establece requisitos calificados en tal sentido. Incluso,
si dicha tecnologia se encuentra incorporada en un dispositivo corporal de caracter
sanitario, podria aplicarse el régimen especial del Cédigo Sanitario, como ocurriria,
por ejemplo, en el caso de maquinaria inteligente sofisticada para el monitoreo de los
signos vitales de un paciente.

Sin embargo, variados autores del derecho comparado, como Navas Navarro,’
Casadeus Ripoll (2020: 353-373), Zurita (2021: 438-487), Rubi (2020: 57-71) y Ataz
Lopez (2020: 13), entre otros, estiman que debe considerarse a los sistemas totalmen-
te virtuales como un producto, independiente de que estos no cuenten con soporte
material. Sin perjuicio de los interesantes argumentos otorgados por dichos autores,
por la forma en que se regula el régimen de productos defectuosos en Chile, no es
necesario detenernos en ellos.

La forma en que nuestro legislador decidi6 regular los dafios derivados de pro-
ductos en la LPDC incluyd expresamente a los servicios. Asi, en palabras de Isler
(2013: 36), mientras que los productos son un bien corporal, los servicios abarcan
los meros derechos, por lo que pareciera no ser verdaderamente relevante en la re-
gulacion chilena atender a la corporalidad de la inteligencia artificial, pues indepen-
dientemente de ello podra aplicarse la LPDC. En cualquier caso, el Cédigo Civil ya
permite abordar aquellos casos de inteligencia artificial sin soporte material dentro
de la categoria «servicio».

Nos parece que el unico problema que podria surgir de entender a la corporalidad
como requisito inherente al concepto de producto es que, en aquellos casos en que la

15. Susana Navas Navarro, «Responsabilidad civil del fabricante y tecnologia inteligente», Diario La
Ley, 18 de diciembre de 2019, disponible en https://tipg.link/kFs2.
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inteligencia artificial carezca de soporte material, no podra aplicarse la responsabili-
dad estricta calificada del Cddigo Sanitario, por cuanto el articulo 111 H del Cédigo
Sanitario refiere estrictamente al concepto de producto. Asi, este es el tinico caso en
que, si no se extiende la nocién de producto a aquello que no tiene un ser real y no
es perceptible por los sentidos (bien incorporal), se generara una diferencia relevante
en términos de atribucion de la responsabilidad civil que es mas beneficiosa para la
victima o usuario.

En ese sentido, existen argumentos aplicables bajo nuestro ordenamiento que po-
drian levantarse para extender la nocién de «producto» a bienes incorporales, como
ocurre con la inteligencia artificial sin soporte fisico, y asi extender la proteccion de
los usuarios y victimas también al Cédigo Sanitario. En una primera instancia, ni la
LPDC ni el Cédigo Sanitario requieren que un producto tenga corporalidad. Al con-
trario, este ha sido un requisito que se ha establecido por la doctrina y jurisprudencia
nacional.

Asimismo, el Diccionario de la lengua espariola define producto como «cosa
producidan,y, si se consideran las distintas acepciones de la palabra producir,® se pue-
de apreciar que los procesos tecnologicos, como lo es el disefio de bienes incorporales
que operan con inteligencia artificial, son perfectamente subsumibles en dicho verbo.
Ademas, la propia definicién de cosa atiende a «lo que tiene entidad, ya sea corporal
o espiritual, natural o artificial, concreta, abstracta o virtual».” En un idéntico sentido
lo explica Pefailillo al sefialar que, si bien en términos juridicos la palabra cosa en su
inicio hacia referencia inicamente a un objeto corporal, «de ahi se va extendiendo
con la incorporacién de entidades inmateriales de variada naturaleza; pronto a los
derechos; mas tarde a las energias, creaciones intelectuales, entidades artisticas, cien-
tificas, tecnoldgicas, mercantiles, etcétera» (2019: 14).

Por lo mismo, de la sola descomposicion del concepto de producto es posible con-
siderar, para efectos de nuestra legislacién, como un producto defectuoso un sistema
de inteligencia artificial que, aun sin estar incorporado en un soporte material, repro-
duce fallas que pueden ser calificadas como defectos. Asi, también se puede aplicar el
régimen del Codigo Sanitario.”® Esto guarda relacion con la verdadera dificultad que
es posible observar en nuestra legislacion, pues el desafio no es determinar si el siste-

16. «1. Engendrar, procrear, criar. Se usa hablando mas propiamente de las obras de la naturaleza,
Y, por extension de las del entendimiento (...).5. Fabricar elaborar cosas ttiles (...). 8. Crear cosas o
servicios con valor econémico». Véase Real Academia Espaiiola, «producir», disponible en https://tipg.
link/k70K.

17. Real Academia Espanola, «cosa», disponible en https://tipg.link/k7oR.

18. De manera similar concluyen De Bruyne, Van Gool y Gils (2021: 419-421) al sefalar que la in-
clusion de los software en la Directiva Europea representa la realidad econdmica actual en la que un
software es un producto como cualquier otro y puede contemplar riesgos tanto para sus usuarios como
para terceros.

17


https://tipg.link/k7oK
https://tipg.link/k7oK
https://tipg.link/k7oR

TORRES MAC-PHERSON, SALGADO ALONSOY VILLARROEL CONTRERAS
RESPONSABILIDAD CIVIL POR DANOS PROVENIENTES DE ILiCITOS DERIVADOS DEL USO DE LA INTELIGENCIA ARTIFICIAL

ma inteligente es considerado un producto o un servicio, sino si es que el hecho da-
fioso producido muchas veces por la autonomia del sistema inteligente es calificable
como «defecto» en atencidn a la naturaleza inherente que acarrea su funcionamiento.

(Cuando es defectuosa la inteligencia artificial? La necesaria distincién entre
danos simples y danos complejos

El problema que ha generado mayores discusiones en el debate comparado se relacio-
na con cuando se entiende que la inteligencia artificial es defectuosa, pues sin dicha
calificacion ni siquiera podremos utilizar los regimenes de responsabilidad sefala-
dos. En ese sentido, se ha sostenido que para ello «se han de tener en cuenta todas
las circunstancias y especialmente la presentacion del producto; el uso que razona-
blemente pudiera esperarse del mismo y el momento en que se puso en circulacién»
(Atienza Navarro, 2022: 157).

Para entender la dificultad que conlleva la calificacion de defecto en estos casos,
resulta esencial, primero, atender a los niveles de autonomia de los sistemas de inte-
ligencia artificial y, segundo, distinguir si los dafios fueron causados por dicha auto-
nomia del sistema inteligente.

Grados de autonomia de los sistemas de inteligencia artificial

En relacién con el primer punto, si bien no existe una clasificaciéon universalmente
aceptada de niveles de autonomia de los sistemas inteligentes en general, a nivel ted-
rico pueden categorizarse entre sistemas débiles (weak AI) o sistemas fuertes (strong
Al), términos que fueron utilizados originalmente por John Searle (1980: 417). La
primera denominacion se refiere a aquellos sistemas que realizan tareas o funciones
particulares, sin tener realmente un nivel de conciencia o, dicho de otro modo, que
simulan inteligencia. La segunda denominacion se refiere a sistemas que adquieren
un nivel de conciencia o compresion que va mas alld de una tarea especifica (Flowers,
2019: 2). Modernamente se reconocen, ademds, los sistemas superinteligentes,
como una evoluciéon hipotética de los sistemas fuertes (Radanliev y De Roure, 2021:
109989). Sin embargo, la utilidad de esta clasificacion en responsabilidad civil es limi-
tada, dado que los sistemas fuertes de inteligencia artificial no han sido desarrollados
y se mantienen mas bien en el ambito de lo posible (Bory, Natale y Katzenbach, 2025:
2107).%

19. La mayor aproximacion a un estindar mas general de autonomia de sistemas inteligentes ha
sido desarrollado por la Society of Automotive Engineers o SAE International, que elabor6 un estandar
(Standard J3016: Taxonomy and Definitions for Terms Related to Driving Automation Systems for On-
Road Motor Vehicles, 2021) que clasifica los vehiculos en seis niveles: i) nivel o, que implica ausencia
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Otra clasificacion, en cuanto a funcionalidad, distingue entre inteligencia artifi-
cial reactiva, de memoria limitada, teoria de la mente e inteligencia autoconsciente
(Radanliev y De Roure, 2021: 109989). La diferencia entre ellas es que la inteligencia
artificial reactiva no puede aprender de los datos incorporados; la de memoria limi-
tada puede aprender de datos anteriores para tomar una decision, pero por periodos
cortos; la teoria de la mente puede entender y procesar emociones, y la inteligencia
autoconsciente aspira a ser mas inteligente que el ser humano (Radanliev y De Roure,
2021: 109990).

Finalmente, no debe dejar de considerarse la clasificacién que realiza el Boletin
16821-19 entre sistemas de riesgo inaceptable, de alto riesgo y de riesgo limitado. Esta
clasificacién, que no atiende en principio al grado de autonomia del sistema inte-
ligente, permitira determinar con mayor precision el hecho ilicito, sin perjuicio de
que probablemente sea menos eficaz para iluminar el panorama en relacién con los
demads elementos de la responsabilidad civil. A pesar de esto, como fue adelantado,
no resulta simple atender a un estandar de manera universal, debido en parte a las
criticas que se realizan desde el punto de vista técnico a la taxonomia de los niveles
de autonomia, existiendo incluso llamados a abandonar la categorizacién, como se
ha dado cuenta en reciente literatura.>

No obstante, se reconocen dentro de la inteligencia artificial débil distintos siste-
mas actuales que tienen mayor o menor autonomia. Existe, por una parte, el aprendi-
zaje automatico o machine learning, el aprendizaje profundo o dit learning y los mo-
delos fundacionales o foundation models. El aprendizaje automatico consiste en que
el sistema usa algoritmos para aprender a partir de datos que le son proporcionados
y va mejorando con el tiempo. A su vez, el aprendizaje profundo es una evolucion del
aprendizaje automatico, que implica el uso de redes neuronales para el analisis ma-
sivo de informacion (Soori, Arezoo y Dastres, 2023: 54-55). Finalmente, los modelos
fundacionales consisten en sistemas a gran escala, entrenados con una gran cantidad
de datos para realizar de tareas variadas (Bommasani y colaboradores, 2022: 1).

Los casos que tienen mayor interés desde el punto de vista de la responsabilidad
civil (y que este articulo espera abordar) son aquellos que, aunque constituyen siste-
mas inteligentes débiles, tienen un nivel de complejidad en su funcionamiento que
los hace dificiles de sondear.

de automatizacion o uso de sistemas que tienen automatizacién minima; ii) nivel 1, que comprende la
conduccion asistida; iii) nivel 2, consistente en la automatizacion parcial; iv) nivel 3 o de automatizacién
condicional; v) nivel 4 o de alta automatizacion; vi) y nivel 5, que implica la automatizacion total. En
este sentido, en términos académicos, se ha planteado una clasificacion considerando la generalidad, el
alcance de sus funciones, el control y el acceso a herramientas o ambientes externos muy similar a la
planteada por SAE International (Soder y otros, 2025: 16-18).

20. Sobre las criticas a la taxonomia de niveles de autonomia, véase Richardson, Fidock y Gunawan
(2025).
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La necesaria distincion entre dafios simples y dafios complejos

En relacion con el segundo punto —distinguir si los dafios fueron causados por la
autonomia del sistema inteligente— resulta necesario separar entre dafnos que no
fueron causados por un proceso de autoaprendizaje o un proceso auténomo del sis-
tema inteligente («dafos simples») y aquellos que provienen precisamente de estas
caracteristicas inherentes al sistema inteligente («dafos complejos»). En este sentido,
todos los sistemas previamente individualizados, sin importar el nivel de automati-
zacion, pueden provocar dafios que pueden derivar o no del proceso de aprendizaje.
De ahi la distincién entre dafos simples y dafios complejos.

En este sentido, en los casos de dafos simples, como por ejemplo un automaévil
auténomo que choca por no detectar un objeto debido a un fallo en sus sensores, sera
posible analizar la calidad y seguridad del producto o servicio, pues se puede hacer
un seguimiento desde el error o falla que se produce y las causas que influyeron en
que este se generara. De hecho, se sostiene que la regulaciéon de la responsabilidad
civil por productos defectuosos solo resultara aplicable a los sistemas de inteligencia
artificial simples, dado que en ellos se podra observar un defecto de disefio o fabrica-
cion (Nunez Zorrilla, 2019: 25).

Como sefialamos anteriormente, la regulacion chilena disefa el régimen de res-
ponsabilidad por productos y servicios en atencion a la calidad y seguridad de estos
(Isler, 2013), y ambas se analizardn en correspondencia a cudl es el uso natural que
les corresponde en cada caso. La pregunta que inevitablemente surge es cudl es ese
uso razonable que pudiera esperarse de un sistema de inteligencia artificial. Ello co-
bra relevancia especialmente porque en este tipo de productos o servicios existe una
importante diferencia con el producto o servicio tradicional, en tanto los sistemas
inteligentes se caracterizan por su inseguridad debido al desconocimiento de las va-
riadas e inimaginables situaciones en las que pueden ser utilizados (Nufiez Zorrilla,
2019: 23). Asimismo, la inteligencia artificial posee un amplio rango de aplicaciones y
usos en casi todas las industrias y sectores, lo que hace muy dificil la consagracién de
un estandar unico de aplicacidn transversal (De Conca, 2022: 249).

Podria sefalarse que el defecto en la inteligencia artificial que genera un dafno
simple se producira cuando la calidad o seguridad a la que tienen derecho los con-
sumidores se ve afectada por el uso que razonablemente pudiera esperarse del siste-
ma. Para entender cudl es ese uso razonable, hay que atender a aquel al que se hace
referencia al momento de ponerse dicho sistema inteligente en circulacién (Atienza
Navarro, 2022: 161). Por lo mismo, «la informacién ha de ser exhaustiva y debe incluir
también la posibilidad de fallos del sistema, con los que no resultara cumplida solo
con la entrega de un manual de instrucciones, que, en muchas ocasiones, ni siquiera
es leido o entendido por los usuarios» (Atienza Navarro, 2022: 167). Asi, la informa-
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cion suministrada por el fabricante determinara las expectativas generadas en quie-
nes los adquieren (Atienza Navarro, 2022: 160).

Por lo sefialado, toman relevancia los deberes de informacién del proveedor, pero
yano desde la perspectiva tradicional de garantizar la libertad de eleccion del usuario
o consumidor (Fernandez, 2003: 86-87), sino que la informacién proporcionada por
este pasa a integrar el objeto del contrato en si mismo, delimitando sus caracteristicas
y eventuales posibilidades de fallo. Precisamente por ello, algunos autores prefieren
hablar de «defectos de informacién», los que se generaran cuando, siendo previsible
determinada accidn dafosa, el fabricante no informa dicho riesgo al momento de su
comercializacion o luego de esta (Garcia, 2021: 1031).

Es relevante sefialar que la responsabilidad civil derivada del uso de sistemas inte-
ligentes auténomos puede producir también dafios simples. Ello ocurrira en aquellos
casos en que el proveedor, antes de la puesta en circulacion del sistema, no hubiera
reducido los peligros en una medida aceptable. Siguiendo a Atienza Navarro (2022:
169), dicha medida es aquella que consigue que los peligros se reduzcan considera-
blemente por debajo de los que implicarian realizar la actividad por seres humanos o,
al menos, segtn las expectativas esperadas. En otras palabras, es posible estar frente a
casos de productos o servicios defectuosos por sistemas inteligentes cuando se genere
un error que dé cuenta de una falla en el disefio o la programacion de este o cuando
derechamente se genere un dafio que pudo haber sido previsto y eliminado previa-
mente por el proveedor antes de poner al sistema en circulacion.

Asi, no resulta tan dificil homologar los regimenes de productos defectuosos de
nuestra ley para los casos de dafios simples, pues en ellos es posible analizar la exis-
tencia de una imperfeccion en la calidad o seguridad de acuerdo a su puesta en cir-
culacién. Ahora bien, en el ordenamiento juridico chileno, la verdadera dificultad
para dirimir si resulta o no aplicable el régimen de productos defectuosos a los sis-
temas de inteligencia artificial ocurre en el caso de los hechos dafiosos que se gene-
ran a proposito del funcionamiento normal y correcto del sistema inteligente (Araya
Paz, 2020: 257-290). Esto ocurrira mayormente en los sistemas que produzcan dafos
complejos debido al machine learning, el dit learning o la autonomia misma del siste-
ma inteligente, lo que impide en muchos casos a los proveedores otorgar informacion
completa acerca de los usos razonables del sistema y asi modelar las expectativas
de los usuarios. Asi lo concluye Navas Navarro al sefialar que «la interpretacion de
las expectativas de los consumidores cuando se emplea un sistema de inteligencia
artificial de alto riesgo con capacidad de aprendizaje es dificultosa» (2022: 48). De
esta manera, en estos casos se ha debatido si la existencia de un error en la decision
adoptada por el sistema podria ser calificada como defecto (Navas Navarro, 2022: 63).

La respuesta no es sencilla. Como adelanta Ataz Lopez, «en el disefio va implici-
ta la posibilidad de una decision errénea, la cual es, sin embargo, necesaria para el
aprendizaje del dispositivo, por lo que acaso mas que ante un defecto pudiera pensar-
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se que nos encontramos ante la caracteristica de un producto» (2020: 38). Asi, el en-
sayo y error forma parte del funcionamiento mismo de algunos sistemas de inteligen-
cia artificial, por lo que no resulta coherente sostener que un error seria un defecto.

De esta manera, podria sefialarse que no deberia recurrirse a la aplicacion de la
normativa de productos defectuosos, ni aun adaptada o modificada, para los casos de
dafnos complejos, porque en ese ambito no habra defectos que probar, sino mera ac-
tuacion auténoma de un sistema inteligente (Atienza Navarro, 2022: 171). Es el caso,
por ejemplo, de un sistema de inteligencia artificial que se percata de que es mas efi-
ciente para su empresa realizar conductas anticompetitivas que generen dafio en su
principal competidor o, del mismo modo, aquel sistema que se percata de que puede
generar mayores utilidades si realiza distinciones a través de decisiones discriminato-
rias que menoscaben la integridad de determinados grupos de personas. Lo que tie-
nen en comun estos ejemplos es que se trata de acciones adoptadas por los sistemas
que no eran previsibles para el proveedor al momento de su puesta en circulacion y
que emanan de su propia autonomia, sin que puedan ser calificados como defectos
en su funcionamiento.

Asi, existen multiples ejemplos que permiten dar cuenta de que, en muchos ca-
sos, los sistemas inteligentes no generaran dafos por un defecto, sino que estos se
generarian a través de decisiones auténomas que son fruto precisamente de su co-
rrecta programacion y disefio, es decir, constituyen dafios complejos. Respecto de
estos casos, como veremos, podria ser posible imputar responsabilidad civil, pero no
bajo los regimenes de productos defectuosos. En suma, lo que denominamos «dafios
simples» pueden ser reconducibles a defectos, mientras que los dafios complejos no.

Problemas de imputacién de responsabilidad con ocasién de los dafos causados
por sistemas de inteligencia artificial: ;Quién es el legitimado pasivo?

Los sistemas inteligentes pueden tener fallas en sus incorporaciones (datos o sensor
del hardware) si la logica de procesamiento de datos es deficiente o si el repertorio
de acciones disponibles para el sistema es inadecuado, generando un resultado o una
respuesta inapropiada, entre otros (Buiten, 2023: 11). Por las caracteristicas de la in-
teligencia artificial, es muy probable que los errores de su funcionamiento emanen
tipicamente de problemas en el disefio, mas que de la fabricacion en si misma (Bui-
ten, 2023: 13).

Si bien es necesario reconocer que, por el contexto de caja negra en el que ope-
ran los sistemas de inteligencia artificial, existen dificultades probatorias relevantes
para imputar responsabilidad a un agente humano especifico por los errores recién
mencionados, lo cierto es que en el caso chileno no existen dificultades sustantivas
de imputacion de responsabilidad a los diversos agentes que intervienen en la elabo-

22



REVISTA CHILENA DE DERECHO Y TECNOLOGIA
VOL. 14 (2025) - E74613

racion del sistema de inteligencia artificial previo a su comercializacion (fabricante,
desarrollador, programador, operador, etcétera).

En efecto, al poder basarse nuestro régimen de responsabilidad por producto de-
fectuoso en las normas generales del Cédigo Civil, no existe una legitimacion pasiva
calificada para imputar responsabilidad a sujetos determinados, como si la hay en la
LPDC o en el régimen de producto defectuoso de la Unién Europea (articulo 1 de la
Directiva 85/374). Cualquier agente de la cadena productiva que, con su actuar negli-
gente, cause un dafo al usuario del producto respondera bajo un régimen de culpa
presumida, siempre que se acredite que tuvo control sobre alguna de las etapas de su
proceso productivo y que se trate de un hecho que, por su naturaleza o por las cir-
cunstancias en las que se realizo, es susceptible de atribuirse a culpa o dolo del agente
(Alessandri Rodriguez, 1943: 292).

Asi, como lo han reconocido algunos autores (Geistfeld y otros, 2023: 17),” las
dificultades que se generarian en este aspecto serian mas bien de indole probatoria,
en el sentido de determinar cual fue el aspecto particular de la inteligencia artificial
que causo el dafo en el contexto de caja negra y cudl de los agentes humanos que
intervino fue el responsable de los dafios causados.

El problema de los terceros que modifican el producto
luego de su puesta en circulacion

Como fue explicado, pareciera ser que la discusion acerca de la aplicacion del articulo
23 dela LPDC a proveedores distintos al vendedor o a quién presté el servicio es mas
bien baladi, ya que siempre se podra perseguir la responsabilidad del fabricante y del
resto de los agentes mediante un sistema de culpa presumida en virtud de la aplica-
cion del articulo 2329 del Cdodigo Civil (Barros Bourie, 2020: 812).

La tendencia de la jurisprudencia ha sido aceptar como suficiente una «culpa di-
fusa», que se muestra en la organizacién empresarial en su conjunto, sin que sea
exigida una precisa determinacion del hecho ni del dependiente especifico que actud
con negligencia. De este modo, si un producto tiene un defecto al que pueda ser
objetivamente imputado el dafio, la victima podra argumentar que este es atribui-
ble a la infraccién de un deber de cuidado exigible a la organizacién empresarial
(Barros Bourie, 2020: 752). Bajo el régimen general del Cdédigo Civil, el empresario
debe probar concretamente la causa precisa del defecto y las razones que excluyen
su responsabilidad, lo que usualmente lleva a que solo sea admisible como excusa el
caso fortuito y se descarten excusas de otra naturaleza, ya que el acaecimiento de un
defecto es sintomatico de que no fueron adoptadas las debidas prevenciones (Barros
Bourie, 2020: 812).

21. En el mismo sentido, véase Li, Faure y Havu (2022: 620)
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Ahora bien, los regimenes de responsabilidad por productos defectuosos tienen
como punto temporal de inflexion el momento en que el producto se puso en circu-
lacién (European Comission, 2019: 28),* razén por la cual la cadena productiva y de
imputacion de responsabilidad finaliza en la persona que comercializa los productos
o servicios. Cuando los tribunales determinan la expectativa de seguridad esperable
por parte del proveedor, tradicionalmente van a considerar aquella que existia en el
momento en que el producto se puso en circulacién y no aquella existente al momen-
to en que el dafio fue causado. Si se acredita que el productor no pudo adoptar me-
didas para mejorar la seguridad del producto al momento de ponerlo en circulacioén,
no deberia configurarse, en principio, la responsabilidad por producto defectuoso
(Buiten, 2023: 18), siempre y cuando el proveedor hubiere cumplido con todas las
exigencias normativas de los articulos 44 a 49 de la LPDC.

Asi, es problematico el caso de la inteligencia artificial, pues generalmente los pro-
ductos que operan con base en esta, por su apertura, no son productos terminados
e inalterables que ingresan al mercado de forma tradicional (European Comission,
2019: 28). Muchos de los aparatos inteligentes se constituyen como open systems u
open robots, en los que terceros pueden introducir modificaciones, innovaciones y
actualizaciones (Atienza Navarro, 2022: 155). Luego, cualquier cambio en el software
de un sistema puede afectar su comportamiento completo o de ciertos componentes
y alterar su funcionalidad, lo que puede cambiar los riesgos operacionales del siste-
ma, incluida su capacidad de operar en formas que causen dafio (Yeung, 2019: 63).

De este modo, existen ciertos agentes humanos que intervienen el producto luego
de su comercializacion inicial y que pueden generar un defecto en su operacion a
través de nuevos datos, actualizaciones, mejoras o componentes. Estos agentes pue-
den ser terceros diferentes del fabricante, que contratan con el usuario del sistema de
inteligencia artificial o con el fabricante mismo —tipicamente mediante un contrato
de licencia—, o provenir del mismo fabricante, que continiia manteniendo cierto
control sobre el producto, encargandose de sus actualizaciones y mejoras para que
pueda continuar operando correctamente.

De Bruyne, Van Gool y Gils (2021: 413) denominan a los primeros operadores
«indirectos» (backend) y a los segundos usuarios, productores u operadores «direc-
tos» (frontend). Bajo su analisis, la determinacion de responsabilidad de estos ultimos
debe atender a si el uso u operacion del sistema caus6 un dafo debido a la violacion
de un deber general de cuidado que recaia sobre ellos y al nivel de control que estos
tenian cuando la amenaza de dafo se manifestd, particularmente en vistas de si po-
dian intervenir para evitarlo o mitigarlo. La de los primeros, en cambio, resulta de
mas compleja determinacion, pues no siempre resulta claro cuando los dafios provie-
nen de conductas de los fabricantes u operadores indirectos del sistema inteligente

22. Asi también parece entenderlo la doctrina nacional. Véase, por ejemplo, Barrientos (2010: 23).
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(Bruyne, Van Gool y Gils, 2021: 414-415). Este anlisis parece replicable en nuestro
ordenamiento juridico cuando se trata de dafios que, si bien provienen de un sistema
inteligente, son verdaderamente reconducibles a una accién u omisién humana.

En efecto, en Chile podria perseguirse la responsabilidad del fabricante bajo la
presuncion de culpa organizacional por la prestacion de un servicio defectuoso en
relacion con actualizaciones, mejoras o datos que se implementan en un sistema de
inteligencia artificial si este tuvo algun tipo de control en su implementacién. Como
ha sefialado Barros Bourie, «para que se aplique la presuncion bajo este concepto,
resulta necesario, ante todo, que la cosa o la actividad hayan estado bajo el control del
demandado, pues no puede presumirse la culpa si el dafo ocurre fuera de su ambito
de cuidado» (Barros Bourie, 2020: 160-161).

Légicamente, este control se da respecto del fabricante si es quien continta pro-
veyendo las actualizaciones, mejoras o datos luego de la puesta en circulacion. Si se
acredita que el fabricante efectivamente mantiene o debiera mantener un cierto con-
trol del sistema inteligente luego de su venta, por ejemplo, encargandose de gestionar
y administrar de manera periddica sus mejoras y actualizaciones, podria imputarsele
responsabilidad en virtud de la existencia de un servicio defectuoso. Todo ello sin
perjuicio de las obligaciones de informacion, que en cualquier caso recaeran en él de
conformidad al articulo 46 de la LPDC.

Por otro lado, en caso de que la actualizacién o mejora se haga por un tercero en
virtud de un contrato de licencia suscrito con el fabricante, un contrato de otro tipo
con el usuario u otra figura juridica diversa, pareciera ser que, a menos que exista una
regulacion especifica que atribuya un cierto deber de vigilancia, no se configura la
hipotesis necesaria para imputar responsabilidad al fabricante del aparato inteligente
bajo la logica de producto defectuoso, por cuanto el fabricante careceria del control
necesario para que pueda presumirse su culpa y radicarla en su organizacion. Esto,
sin embargo, aplicaria siempre y cuando el dafio producido no pueda ser recondu-
cido de ninguna manera a alguna conducta u omision del fabricante y no se trate de
casos de responsabilidad contractual en que el contratante se vea obligado a respon-
der de los hechos emanados de terceros (articulo 1679 del Codigo Civil).

Atendidos los riesgos que pueden generar los sistemas inteligentes, y con el ob-
jeto de facilitar la labor probatoria de los usuarios en determinar la responsabilidad
de multiples terceros que intervienen posteriormente el producto y que podrian ser
de dificil identificacion, podria crearse jurisprudencialmente un deber de cuidado o
seguridad del fabricante de monitorear el sistema con posterioridad a su circulacion
para asegurar que los datos entregados por terceros o por el ambiente y las actualiza-
ciones del sistema no afecten su funcionamiento en un sentido que pueda tornar en
inseguro el producto.

Sin embargo, aquello no tiene asidero en nuestro ordenamiento juridico, dado
que no existen normas ni regulaciones que impongan tal carga sobre los fabricantes
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de sistemas de inteligencia artificial. Si bien es deseable que exista un monitoreo del
producto luego de su puesta en circulacidn, tal como lo establece la Propuesta de Re-
glamento de Inteligencia Artificial del Parlamento Europeo del 13 de marzo de 2024
(capitulo 9, seccidn 5), consideramos que, por razones de seguridad juridica, deberia
instaurarse mediante una regulacion sectorial que defina el sujeto sobre el cual re-
caera dicha obligacion y con especificidad su alcance, y no ser determinada casuisti-
camente por los jueces. Esto por cuanto no puede hacerse responsable al fabricante
por toda intervencion que realicen sujetos que no se encuentran bajo su dependencia
o control durante toda la vida util del producto, ya que aquello haria excesivamente
costosa la innovacién tecnoldgica y, en la practica, pondria sobre el productor una
carga tal que generaria un régimen de responsabilidad estricta no establecido por ley.

Al respecto, resulta relevante la reflexion de Barros Bourie sobre los costos rela-
cionados con la innovacién tecnolégica:

Todos los riesgos de la innovacién no pueden correr por cuenta de quien crea un
nuevo producto. Asi, por eficaz que el producto resulte para satisfacer necesidades
urgentes del publico, puede tener efectos imprevisibles, aunque se haya empleado
toda la diligencia razonable en su creaciéon (riesgo de desarrollo), pero, ademas,
porque no todo producto debe ser disefiado adoptando todos los resguardos de se-
guridad técnicamente alcanzables de acuerdo con el estado de la ciencia (como se
muestra en el ejemplo de los dispositivos de frenos) porque su costo lo sustraeria de
un publico consumidor que estd dispuesto a asumir algin riesgo razonable a efectos
de poder disponer de ese bien (riesgos de disefio) (2020: 824).

De esta manera, a diferencia de otros contextos, el productor tendra una gama
amplia de defensas mas alla del caso fortuito, ya que el defecto podria haberse ge-
nerado por la intervencion de un tercero con posterioridad a la comercializacion
del producto, cuestion que ya no le es imputable a él o a su organizacién a titulo
de negligencia, salvo que haya asumido un deber de monitorear el funcionamiento
del sistema con posterioridad a su puesta en circulacién. Esto es sin perjuicio de la
discusion relativa a beneficiar al consumidor haciendo directamente responsable a
cualquier agente de la cadena productiva, salvaguardando la accién de repeticion en
contra del verdadero responsable (articulo 22 de la LPDC).

Dificultades de la imputacién de responsabilidad
por decisiones auténomas de la inteligencia artificial

Debe destacarse que no solo agentes humanos terceros pueden intervenir el fun-
cionamiento de un sistema inteligente, sino que estos, por su inherente autonomia,
aprenden sobre la base de los inputs del ambiente, ya que estan diseiados para in-
teractuar con otras cosas, personas y entidades. Sobre la base de dicho aprendizaje
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es que van alterando su comportamiento y tomando decisiones que son muchas ve-
ces totalmente imprevisibles para su programador o desarrollador (Atienza Navarro,
2022: 69).

En este sentido, como ha sefnalado el Consejo de Europa, «dado que estos siste-
mas funcionan de forma mas o menos auténoma y sin intervenciéon humana directa
ni control desde el exterior, quienes los desarrollan e implementan no pueden con-
siderarse justamente responsables de sus decisiones, acciones y consecuencias co-
rrespondientes» (Yeung, 2019: 53; traduccién propia). Geistfeld y otros, por su parte,
han sefialado que «uno de los riesgos peculiares de la inteligencia artificial es que las
pautas de comportamiento de los sistemas autonomos a menudo solo son predecibles
hasta cierto punto y, por tanto, mas dificiles de controlar ex ante que en el caso de las
tecnologias convencionales» (2023: 56-57; traduccion propia). Aquello resulta parti-
cularmente complejo en un régimen de responsabilidad por culpa como el chileno,
toda vez que, al ser aparatos con un alto grado de autonomia, las personas no pode-
mos influir en sus decisiones, lo que genera importantes dificultades de atribucion de
culpa o dolo a una persona natural o juridica que sea responsable del dafo.

Asi, por ejemplo, imaginemos un automdvil auténomo que, tras cinco afnos de
uso, circula por una avenida en condiciones normales. El sistema detecta que el se-
maforo estd en verde, pero al mismo tiempo interpreta que un objeto cruzara repen-
tinamente la via. El supuesto objeto, sin embargo, no existe: fue una ilusién generada
por una sombra proyectada por un edificio. Ante esto, el automovil decide realizar
una maniobra evasiva de emergencia, impactando un drbol y causando la muerte del
pasajero que iba en su interior. ;Quién sera responsable de los dafios causados por el
accidente?*

La primera dificultad a la que nos enfrentaremos es la base de caja negra sobre
la cual opera el automévil autonomo. Debido a ello, resulta extremadamente dificil
entender por qué el vehiculo adoptd la decision que causé el dafio y mucho mas lo
es imputar aquel error a alguno de los componentes del sistema inteligente. ;Habra
fallado uno de los sensores del automdévil o la programacién algoritmica? ;Durante
los cinco afos que estuvo en circulacion recibi6 algun input del ambiente que lo hizo
confundirse y efectuar la maniobra? ;Los datos sobre los cuales estaba operando te-
nian un defecto o existia un defecto en el software de procesamiento o integracion?
Es probable que estas preguntas no puedan responderse con certeza y comprobarlas
conlleven un importante costo para la victima debido a la necesidad de contar con un
informe técnico que determine la existencia del defecto y su causa.

Luego, resulta discutible afirmar que se configura la responsabilidad por producto
defectuoso, pues se trata de un aparato auténomo que aprende y genera conocimien-

23. Esto es solo para efectos ilustrativos, asumiendo que no se rigen por un régimen de responsabi-
lidad estricta.
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to sobre la base de lo que percibe del ambiente y respecto del cual dificilmente puede
afirmarse que el productor mantenga su control. En este sentido, se ha sefialado que
«un defecto en un contenido digital o en un producto con elementos digitales pue-
de deberse al impacto del entorno en el que funciona el producto o a su evolucion,
para la que el fabricante solo creé un marco general, pero que no disei6 en detalle»
(Yeung, 2019: 43; traduccion propia).

Por su parte, si el productor mantuviera un control permanente de las decisiones
que adopta el aparato, inmediatamente lo privaria de su autonomia en el aprendizaje
que se espera que obtenga y que es lo que lo transforma en «inteligente» (Geistfeld y
otros, 2023: 55). Asi, la autonomia en la toma de decisiones por parte de los aparatos
inteligentes, su comportamiento imprevisible y muchas veces incontrolable y la im-
posibilidad de comprender cdmo es que el sistema llegé a adoptar una determinada
decision hacen extremadamente dificultosa la imputacion de responsabilidad bajo
un régimen de culpa o negligencia. Coincidimos con Amunategui Perell6 (2020: 86)
cuando sefala:

Este edificio conceptual no resulta del todo apropiado para construir un sistema de
responsabilidad para los titulares de agentes artificiales que causen dafo a terceros
en el dmbito de sus operaciones. A la aplicabilidad de un modelo subjetivo surgen
diversas objeciones que terminarian por convertir la responsabilidad en sumamente
excepcional y, cuando no, en residual.

En suma, nuestro régimen de responsabilidad civil tiene importantes dificultades
probatorias y de fondo para imputar responsabilidad a agentes humanos especificos
a titulo de negligencia, como consecuencia de actuaciones del sistema inteligente por
aquello que denominamos darios complejos.

Dificultades probatorias para acreditar el defecto y la causalidad

Las dificultades de imputacién no son unicamente de fondo, sino también probato-
rias, fundamentalmente para acreditar los presupuestos de la responsabilidad civil en
estos casos: el defecto en el producto, la culpa, la causalidad en un contexto de caja
negra y, especialmente, de actuacion auténoma de sistemas de inteligencia artificial.
De nada sirve contar con un sistema que prevea el resarcimiento de danos provo-
cados por sistemas inteligentes si, en los hechos, no seria posible aplicarlo debido a
dificultades probatorias por imponerse una prueba diabolica de parte de la victima.
Si bien la jurisprudencia naturalmente ha recurrido a presunciones, la pregunta
que surge es si estas son suficientes.** Debe considerarse que, para que tenga lugar la

24. Véase, por ejemplo, la sentencia rol C-7755-2004, del 25 de noviembre de 2009, del Decimoter-
cer Juzgado Civil de Santiago. Esta sentencia fue confirmada por la Corte de Apelaciones de Santiago:

28



REVISTA CHILENA DE DERECHO Y TECNOLOGIA
VOL. 14 (2025) - E74613

presuncion, debe resultar acreditado el defecto en el producto (Barros Bourie, 2020:
829). Aquello no es algo sencillo para la victima en el caso de sistemas que utilizan
inteligencia artificial (Atienza Navarro, 2020: 167) y ademas puede ser costoso, consi-
derando que usualmente sera necesario un informe técnico para acreditarlo. Lo mis-
mo puede senalarse de la prueba del vinculo causal, puesto que, en el contexto de caja
negra, sera muy complejo determinar el hecho preciso que generé que la inteligencia
artificial adoptara una decision en un sentido danoso.

Pongamonos en el caso de un software que utiliza inteligencia artificial que de-
tecta tumores en examenes de radiologia con mayor eficacia que un radiélogo. Si en
un caso el software no detect6 el tumor de un paciente, quien a causa de ello no es
diagnosticado y ve privada la chance de acceder a un tratamiento, cabe preguntarse:
sexiste un defecto en el producto? ;Basta que no se haya diagnosticado el tumor para
acreditar la existencia del defecto? En otro caso, un dron auténomo de vigilancia
publica es objeto de una accioén de hackeo que deriva en que no reconozca obstacu-
los en el camino y se estrelle contra un peatén, lo que podria haber sido evitado por
un parche de seguridad disponible unos dias antes de los sucesos. ;Es defectuoso
el dron? ;Es el desvio del comportamiento normal prueba del defecto? ;Cudl es el
vinculo causal?

Tales ejemplos dan cuenta de las dificultades probatorias a las que puede enfren-
tarse un demandante al acreditar el defecto y la causa. En ambos casos, de haber
un defecto, deberia determinarse en qué fase del proceso productivo se origind, lo
que también lleva a la pregunta sobre la causalidad y, por ende, a responder quién o
quiénes son los responsables en un caso determinado. Situaciones como las anterio-
res llevan a cuestionar si las presunciones que se aplican jurisprudencialmente son
suficientes para no extremar las dificultades probatorias en estos casos. Si bien se ha
planteado que la presunciéon general de responsabilidad por el hecho propio es un
correctivo para superar la dificultad probatoria (Barros Bourie, 2020: 830-831), esta
solucion no alcanza necesariamente las hipotesis de dafios complejos. En efecto, que
un producto que utiliza inteligencia artificial no arribe al resultado esperado no es
necesariamente un indicio de defecto.

De esta manera, es necesario que se realicen correctivos al estatuto de responsabi-
lidad que permitan superar la prueba diabolica a la que podria enfrentarse la victima.
Para ello, una eventual regulacion nacional podria inspirarse en las herramientas le-
gislativas propuestas en el derecho comparado. Por ejemplo, el articulo 10 de la Nue-

«En efecto, teniendo en consideracién que se ha probado que acaeci6 la falta de funcionamiento de los
implantes cocleares, los que fueron elaborados por una empresa especialista en su fabricacion y disefio
y que instalados al menor Raimundo Rivas luego de transcurrido un tiempo desde las respectivas inter-
venciones quirtrgicas dejaron de funcionar, en el caso de uno de ellos en forma progresiva, es posible
establecer la presuncion de culpa por hecho propio que previene el articulo 2329 del Cédigo Civil».
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va Directiva (UE) 2024/2853 establece una presuncion simplemente legal en relacion
con el caracter defectuoso del producto cuando el demandado no haya exhibido las
pruebas que se la han requerido, cuando el producto no cumple con los requisitos
obligatorios de seguridad impuestos por regulacién nacional o en el derecho de la
Union Europea o cuando el demandante demuestre que el dano fue causado por un
mal funcionamiento manifiesto del producto.

Dicha normativa también establece una presuncién del nexo causal del defecto y
el dafo, cuando se acredita el primero, y la compatibilidad entre ambos. Es mas, el
6rgano jurisdiccional debera aplicar dichas presunciones incluso si luego de exhibir-
se las pruebas correspondientes determina que el demandante se enfrenta a dificul-
tades excesivas en atencion a la complejidad técnica o cientifica para acreditar ambos
puntos.

Por su parte, el Proyecto de Ley 2338 de 2023 de Brasil regula esta materia en
términos incluso mas amplios, determinando que el juez debe invertir la carga de
la prueba cuando la victima se encuentre en situaciéon de desamparo o cuando las
caracteristicas de funcionamiento del sistema de inteligencia artificial hagan excesi-
vamente gravosa para la victima la prueba de los requisitos de la responsabilidad civil
(articulo 37). Esta via, si bien da lugar a una discrecionalidad judicial que podria en
ocasiones no ser deseable, otorga considerables facilidades probatorias a la victima, al
permitir presumir cualquiera —y no solo el defecto y la causalidad— de los diversos
elementos que configuran la responsabilidad civil.

Como abordar los problemas de responsabilidad derivados de hechos
danosos causados por decisiones autonomas o fallas necesarias del
machine o dit learning

Se ha revisado que los danos simples pueden reconducirse a los regimenes de pro-
ductos defectuosos. Queda, entonces, determinar cual es el régimen que deberia apli-
carse para las hipdtesis de dafios complejos. Aunque el régimen vigente califique al
software o sus actualizaciones como producto o, por su parte, se amplie la nocién
de productor o se cambie el concepto de defecto, no va a ser posible impedir que en
muchos casos el dafio se produzca debido una decision del propio sistema inteligente,
fruto de un proceso de autoaprendizaje, que solo podria haberse evitado en caso de
no haberlo dotado de esa capacidad y autonomia (Atienza Navarro, 2022: 200), lo que
resulta dificil de calificar como defecto o accién emanada del proveedor.
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Las principales dificultades que generan las particularidades de la inteligencia
artificial: ;Cual es, entonces, el régimen de responsabilidad aplicable?

Si consideramos que el proceso de autoaprendizaje y autonomia de un sistema inte-
ligente no constituye necesariamente un «defecto», asi como el funcionamiento de
estos sistemas no puede siempre reconducirse a la «culpa» de un agente humano,
inmediatamente aparece la pregunta de cudl es, entonces, el régimen de responsabi-
lidad aplicable a estos casos.

En efecto, pueden existir casos en que los dafios derivados del autoaprendizaje no
solo sean inevitables, sino «necesarios para el desarrollo del sistema, adoptando la
naturaleza de un “costo” por el progreso tecnoldgico» (Atienza Navarro, 2022: 200).
Esto es lo que se ha denominado como «riesgo de desarrollo» (Mantilla y Ternera,
2014). Resulta pertinente preguntarse si es preferible asumir socialmente ese costo,
por tratarse de sistemas que respetan todas las medidas de seguridad exigibles y que
el Unico problema que suscitan es que, por su propia autonomia, generan un dafio
que era imprevisible a su puesta en circulacién (Atienza Navarro, 2022: 200).

En Chile, no se ha dado normativamente la discusion respecto del autoaprendi-
zaje y la autonomia de los sistemas inteligentes. Sin embargo, puede senalarse que,
en virtud del principio de reparacién integral del dano, no existen argumentos para
sostener que deba la sociedad asumir los riesgos de desarrollo de los sistemas inteli-
gentes o los dafos derivados de sus decisiones autéonomas. Por ello, la pregunta que
surge es quién serd, entonces, el responsable de dichos dafos y como se atribuira
dicha responsabilidad. Por esto, y debido a que estas hipétesis dificilmente pueden
ser calificadas como defectos, deberia explorarse la aplicabilidad del régimen de res-
ponsabilidad general del Cédigo Civil.

Hacia el reconocimiento de la autonomia de la inteligencia artificial:
(Es posible que el mismo sistema inteligente sea responsable civilmente?

Una de las discusiones mas relevantes que ha suscitado respecto a dafios derivados de
sistemas inteligentes tiene relacién con si es posible, necesario y conveniente atribuir
personalidad juridica a dichos sistemas (Herrera de las Heras, 2022: 29-50), de ma-
nera que estos puedan responder patrimonialmente por sus conductas auténomas.
La tesis mayoritaria ha sido no reconocerles personalidad (Atienza Navarro, 2022:
84), pues se trata de artefactos generados por el intelecto humano que deben ser ca-
lificados como bienes o productos sin que existan motivos para otorgarles derechos
u obligaciones.” Para superar los problemas practicos de la falta de personalidad de

25. Véase Santos Gonzélez (2017: 41), Rogel (2018: 21-22), Diaz (2018: 110) y Lacruz (2019: 76-77),
entre otros.
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los sistemas inteligentes, la doctrina ha sefialado que siempre se podra hallar a una
persona responsable del programa (Atienza Navarro, 2022: 86) o que siempre existira
quien obtiene un beneficio por su uso, debiendo asumir también los costos de los
dafios que genere (Bertolini, 2020: 72y ss.).

Sin embargo, quienes sostienen la postura contraria se basan en que las decisiones
auténomas «ya no pueden ser imputadas ni a dolo ni a negligencia de nadie» (Atienza
Navarro, 2022: 96). En ese sentido, mas alld de reconocerles una subjetividad a los
sistemas inteligentes auténomos, se ha pretendido seguir la idea de Savigny (citado
en Almazan Salazar, 2021: 37) respecto de las personas juridicas, es decir, una ficciéon
legal elaborada por el legislador por razones netamente de conveniencia. Asi, a través
de esta solucion, al eximirse a los humanos relacionados con el sistema de la eventual
responsabilidad civil aparejada, se fomentaria el progreso tecnologico.

El problema que surge casi inmediatamente es qué patrimonio responderd en es-
tos casos. Algunos sugieren la necesidad de establecer un patrimonio inicial configu-
rado por quienes actuaron en su disefio y programacion (Bertolini, 2020: 44). Otros
proponen un patrimonio que se conforme con aportes de los ciudadanos, debido a
que son ellos quienes se benefician y disfrutan de estos sistemas, pero también me-
diante impuestos especiales a las empresas que se sirven de la inteligencia artificial,
puesto que son ellas quienes reciben utilidades de su funcionamiento (Nufez Zorri-
lla, 2019: 33). Por ultimo, también existen posturas encaminadas a que un porcentaje
de las utilidades generadas por el sistema inteligente se reserven en un patrimonio
especial para responder por dainos derivados (Bertolini, 2020: 44).

A pesar de que no es objeto de esta investigacion abordar las ventajas y criticas de
cada una de las posturas y sus posibilidades de solucién, debido a que en Chile no se
reconoce personalidad juridica para estos sistemas, la responsabilidad civil siempre
debera ser reconducida a una persona natural o juridica, sin que sea replicable hacer
responsable al sistema en si mismo.

(A quién se debe aplicar el estandar de conducta por dafos derivados
de sistemas autdbnomos y cual es dicho estandar?

Como los daios complejos dificilmente pueden reconducirse a un defecto, no pue-
de acudirse al estandar que se aplica al proveedor y que analiza las posibilidades de
prevencion, asi como el cumplimiento de deberes de informacion, aplicables unica-
mente en dafios simples. De esta manera, la pregunta es cudl es el estandar exigido y
a quién debemos aplicarselo para el caso de los dafios complejos.

Una primera alternativa es establecer un régimen de responsabilidad estricta
sobre alguno de los agentes de la cadena de produccion del sistema de inteligencia
artificial —idealmente aquel que esté en la mejor posicion de controlar el riesgo aso-
ciado a este—, en cuanto se trata de entidades que carecen de consciencia, voluntad

32



REVISTA CHILENA DE DERECHO Y TECNOLOGIA
VOL. 14 (2025) - E74613

y capacidad, por lo que no es posible que acttien con culpa (Nufiez Zorrilla, 2019:
36-60). Esta es la via que han adoptado algunas propuestas legislativas en derecho
comparado, como el Senate Bill 358 de Rhode Island, que consagra un régimen de
responsabilidad estricta general con algunas defensas especificas (secciéon 9-1-55b), o,
de forma mds morigerada, la Resolucién del Parlamento Europeo del 20 de octubre
de 2020, que propone un régimen bipartito de responsabilidad, en el que se aplicaria
un sistema de responsabilidad objetiva respecto de los sistemas de inteligencia artifi-
cial de alto riesgo. Sin embargo, como esta alternativa requiere de consagracion legal
expresa, algo que no ha acontecido en Chile, no nos referiremos mayormente a ella,
mas alla de sefialar que ha sido una postura discutida porque podria hacer excesiva-
mente onerosa la actividad tecnolégica, implicando un desincentivo en el progreso
(Lain Moyano, 2021: 223).

Siguiendo esta logica, debido a que Chile no cuenta con un régimen general de
responsabilidad civil por el hecho de las cosas (Diaz Tolosa, 2007: 89), resultaria le-
gitima una postura que proponga ampararse en la presuncion de culpa por el hecho
propio del articulo 2329 del Cédigo Civil. Ello bajo el entendido de que introducir
al trafico juridico un ente cuya conducta no es previsible configuraria en si mismo
la culpa para efectos de atribuir responsabilidad al proveedor. Sin embargo, también
resulta discutible que dicho articulo pueda aplicarse en estos casos, puesto que, inde-
pendiente de que el criterio a utilizar sea el riesgo incremental, el res ipsa loquitur o
que las pérdidas recaigan en quien recibe las ganancias, el problema es que es discuti-
ble que se pueda apreciar culpa en el proveedor. Asi, como el articulo 2329 es una pre-
suncion simplemente legal y no una ficcién juridica, al no existir culpa propiamente
tal, no es posible entonces presumirla.

Dadas las dificultades mencionadas, algunos autores han sugerido analizar el re-
quisito de la culpa respecto del sistema inteligente propiamente tal y no en atencién
al proveedor (Nufez Zorrilla, 2019: 67). En ese sentido, en la doctrina comparada
se han propuesto dos caminos diferentes para atribuir responsabilidad en conside-
racion a la conducta del sistema inteligente y no la del proveedor (Atienza Navarro,
2022: 116-121). El primero de ellos fue el concepto de «culpa objetiva» —que es enten-
dido de la misma manera en que se concibe la culpa civil en Chile—, en virtud del
cual se propone una valoracion negativa de la conducta del agente material del dafio
cuando el comportamiento del sistema inteligente auténomo estuviera alejado de los
estandares o parametros que la sociedad considera justos (Atienza Navarro, 2022:
117). Una regulacion de este tipo es la que propone el Senate Bill 358 de Rhode Island,
que permite atribuir responsabilidad al desarrollador si la conducta del sistema de
inteligencia artificial satisface los elementos de negligencia o intencionalidad en caso
de haber sido realizada por un ser humano (seccién 9-1-55b). Un segundo camino
refiere a la «culpa subjetiva» e implica otros problemas, como, por ejemplo, que el
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parametro de referencia para valorar esta culpa sera el comportamiento exigible o
esperable de otro sistema de su misma serie y caracteristicas (Koch y otros, 2022: 61).

La distincion entre culpa objetiva y subjetiva fue abandonada en nuestro ordena-
miento juridico hace décadas, bajo el entendimiento de que la culpa civil es siempre
objetiva, pues se trata de un estandar de conducta que se construye en abstracto y se
aplica en concreto, sin considerar la valoracién moral o subjetiva del agente (Barros
Bourie, 2005). Por lo tanto, la pregunta es mas bien cudl es el estindar de conducta
apropiado para dirimir estas situaciones y si dicho estandar es aplicable al sistema
inteligente auténomo.

En Chile, es discutible sostener la aplicacion del estandar directamente al sistema
inteligente, pero si vemos posible argumentar que esta aplicacion del estdndar en el
sistema inteligente es realmente una aplicacién indirecta de un criterio de atribucién
de responsabilidad respecto del proveedor.® En efecto, en primer lugar, esta es la
misma logica que utiliza el Cédigo Civil en la responsabilidad por el hecho ajeno, la
que es aplicable ante humanos cuya conducta no es previsible ni controlable del todo
por los agentes responsables, y en la que de todas formas el legislador establecio la
obligacion de responder a quienes detentan el cuidado. Asi, donde existe la misma
razon debiera existir la misma disposicion.

El problema es que, a diferencia de coémo ha sido la tendencia en el derecho com-
parado, el Cddigo Civil no establecié un régimen de responsabilidad vicaria por el
hecho ajeno, sino que lo hizo a través de la féormula de doble ilicito civil (Barros
Bourie, 2020: 179-188). De esta forma, se requiere siempre que exista culpa por parte
del dependiente y por parte del cuidador. Esta claro que existira culpa por parte del
proveedor (cuidador) cuando de su actitud se pueda desprender una falta de prepara-
cion del sistema o una falla en este que finalmente genera el dafio. Es decir, la existen-
cia de un grado de previsibilidad respecto del comportamiento dafioso del sistema
autéonomo, sumado a la posibilidad de haberlo podido evitar previamente, hace po-
tencialmente aplicable el régimen de responsabilidad por el hecho ajeno al proveedor.

Sin embargo, en los casos en que el hecho dafioso provenga de un actuar im-
previsible e incontrolable del agente auténomo, existira una dificultad en asimilar el
régimen de culpa por el hecho ajeno. Una alternativa para sortear esta dificultad es
entender que la culpa del proveedor es una culpa diferente a la del sistema auténomo.
En este sentido, se ha sefialado que «cuando el uso de un auxiliar humano daria lugar
a la responsabilidad de un principal, el uso de una herramienta de tecnologia digital
en su lugar no deberia permitir al principal eludir su responsabilidad» (Koch y otros,
2022: 61; traduccion propia). El problema recae en que «la nocién de responsabilidad
indirecta en la actualidad requiere que el auxiliar se haya comportado mal o haya
actuado mal. En el caso de la inteligencia artificial, esto plantea la cuestion de segin

26. Ese también ha sido el razonamiento defendido por Pagallo (2013).
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qué parametros debe evaluarse dicha “conducta’ (Koch y otros, 2022: 61; traduccion
propia).

En otras palabras, la falta de previsibilidad por parte del proveedor sobre las even-
tuales conductas de un sistema inteligente al momento de su puesta en circulacién
impide una acabada integracién publicitaria de la informacién relativa a los usos
razonables del sistema vy, con ello, dificulta determinar las expectativas legitimas de
sus usuarios. Por ello, se podria sostener que esta falta de previsibilidad en sistemas
inteligentes auténomos implica una aceptacion del riesgo por parte del proveedor
de que dicho sistema no actte en el trafico juridico conforme a los criterios que se
esperan de los humanos y ello es lo que justificaria su culpa para efectos de atribuirle
responsabilidad por los hechos del sistema auténomo.

Por lo mismo, y en atencién a que no es posible determinar objetivamente las
expectativas de los usuarios respecto de estos sistemas, podria decirse que su respon-
sabilidad se determina en atencion a las expectativas legitimas que tienen ordina-
riamente las personas sobre el comportamiento de los otros, y que se configuran en
atencion a los estandares de conducta disefiados por el Cédigo Civil.” Ello permitiria
extender una interpretacion analdgica del articulo 44 del Cédigo Civil y, asi, analizar
la conducta del sistema inteligente en atencién a dichos estandares, no obstante que
la responsabilidad recaiga en la persona natural o juridica correspondiente, puesto
que esta es quien tiene el patrimonio contra el que dirigirse y es quien dio vida al
sistema en cuestion. De lo contrario, se podria caer en una hipdtesis en la que exista
dafio, pero no agente responsable, lo que vulneraria el principio de reparacién inte-
gral del dafio (Corral Talciani, 2011: 335-348).

Sin embargo, también existen argumentos para sugerir lo contrario. Asi, se puede
sostener que introducir al trafico juridico un sistema auténomo no puede ser inter-
pretado como culpa ni presumido como tal de acuerdo al articulo 2329 del Cédigo
Civil, pues no implica contravenir ningun estandar de conducta por parte del pro-
veedor, aun cuando el actuar del sistema si lo haga. Por otro lado, las expectativas
legitimas de las personas son diferentes respecto de un sistema inteligente si se las
compara con la conducta esperada de un ser humano. También se ha sefialado que
las normas que atribuyen responsabilidad deben interpretarse de manera estricta, sin
que sea posible extender su aplicacion a casos no regulados (Rogel, 1976: 1239-1249).*
Incluso, se ha criticado esta posibilidad porque se estaria estableciendo un régimen
de responsabilidad por el hecho ajeno, cuando la verdad es que no existe un hecho
ajeno si no reconocemos personalidad al sistema (Atienza Navarro, 2022: 228).*

27. Asilo sugiere Barros Bourie (2020: 81-82).
28. Al senalar que solo la ley puede establecer quién debe responder por hechos que no provienen

29. En la misma linea, véase Araya Paz (2020: 273).
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Si analizamos la situacion en Chile, suponiendo que si es replicable el régimen de
responsabilidad por el hecho de los dependientes, los tinicos estdndares de conducta
alos que podemos recurrir son los del articulo 44 del Codigo Civil. Dichas categorias
de culpa si podrian ser aplicables, por cuanto no estan configuradas como el deber
de imitar una conducta humana, sino en contraposicion a esta. Por ello, no deberia
existir inconveniente en contrastarlos con la conducta de un sistema autonomo, que
perfectamente podra actuar peor o mejor que una persona negligente y de poca pru-
dencia, que los hombres en sus negocios ordinarios o que los hombres juiciosos para
sus negocios importantes, en los términos que literalmente exige el articulo 44 del
Cédigo Civil. Esto es valido siempre y cuando se entienda que el estandar de conduc-
ta es aplicable al aparato inteligente, lo que no resulta indiscutido.

La interrogante que surge de aplicar estos estandares tradicionales es si resulta
deseable que un sistema disefiado y programado para actuar de mejor manera que
los humanos deba ser analizado conforme a estandares comparativos que recaen en
comportamientos humanos, como lo son los del Cédigo Civil. En efecto, igualar el
concepto de «defecto» con un desempenio inferior al esperado de un humano elimi-
na los incentivos para mejorar el sistema mas alla de los estandares de desempefio
humano (Hacker, 2023: 16). Al respecto, el Grupo de Expertos de Alto Nivel en In-
teligencia Artificial de la Comisién Europea (citado en Atienza Navarro, 2022: 120)
planted que, para valorar la conducta de estos sistemas, debera aplicarse el mismo
estandar que a los humanos, pero dicho parametro deberd cambiar una vez que la
tecnologia auténoma los supere.

Si bien la alternativa expuesta es tutil ante una ausencia de regulacion en la mate-
ria, claramente no es la mas eficaz, pues podria dejar sin respuestas muchos casos en
que la solucién no podrd extraerse del contraste con un comportamiento humano,
por ejemplo, por tratarse de una actividad que no puede ser desarrollado por seres
humanos. Ademas, es discutible que bajo la estructura de doble ilicito civil pueda sos-
tenerse culpa por parte del proveedor, pues es cuestionable que introducir un sistema
inteligente al trafico juridico sea contravenir un estandar de cuidado o que pueda
predicarse un ilicito civil de un ente que carece de personalidad. Asimismo, tampoco
resulta suficiente establecer una comparacion con otros sistemas de igual naturaleza
como pretenden los defensores de la culpa «subjetiva», puesto que es perfectamente
posible que el hecho dafoso provenga del primer sistema en su tipo.

En consecuencia, el problema es mas que todo un problema de aplicacién y conte-
nido del estandar de conducta. Para otorgar una adecuada solucién tanto a las victi-
mas como a los mismos proveedores que asumen el riesgo del desarrollo tecnolégico,
urge una regulacion sectorial que sea mas atingente a la naturaleza de la materia.®
Esto implicara tomar decisiones acerca del establecimiento de un régimen de respon-

30. En un sentido similar, véase Koch y otros (2022: 62).
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sabilidad estricta que no considere la culpa o contemple una culpa sujeta a estandares
apropiados al comportamiento tecnolégico, como infringir la ley, que el dafo genere
un beneficio pecuniario para el proveedor, que el sistema hubiera actuado peor que
lo que se espera de un ser humano en la solucidon de los problemas para los que
fue disenado o que se genere un dafio en un campo de actividad diferente al que la
operatividad del sistema inteligente estaba planificada, entre otras posibilidades que
ameritan discusion para finalmente quedar consagradas legislativamente.

Conclusiones

Nuestro pais no cuenta con una regulacién acabada de la inteligencia artificial y sus
efectos en los regimenes de responsabilidad civil, a diferencia de lo que ocurre en el
derecho comparado. De ahi que resulte relevante analizar si, a partir de las normas
vigentes, puede encontrarse una respuesta adecuada a los desafios en materia de da-
fos que plantea esta tecnologia.

En principio, y siguiendo la regulacion de la Unién Europea, en nuestro derecho
los casos de responsabilidad derivada del uso de sistemas inteligentes podrian en-
marcarse dentro de los estatutos por productos defectuosos, debiendo determinarse
si las caracteristicas especiales de estos sistemas, particularmente su capacidad de au-
toaprendizaje y de actuar con autonomia, afectan la aplicacion de dicho régimen. En
Chile no existen inconvenientes para que un sistema inteligente sea catalogado como
producto o servicio. Sin embargo, en el caso de productos sanitarios, si un sistema no
tiene soporte material, es debatible que pueda ser calificado como producto.

Respecto a cuando es defectuoso un sistema inteligente, tenemos que distinguir
entre lo que hemos denominado como danos simples (aquellos que no han sido ge-
nerados por un proceso de autoaprendizaje o autéonomo del sistema inteligente) y
dafos complejos (los que si derivan de un proceso de autoaprendizaje o auténomo).
Respecto de estos tltimos, es dificil sostener que hayan sido causados por un defecto
del producto, ya que muchas veces el dafio se generard como consecuencia de que
el sistema inteligente haya actuado de forma correcta o mas eficientemente. Por lo
demas, la existencia de errores es necesaria para el aprendizaje del dispositivo.

Otra pregunta es quién es el legitimado pasivo, en lo que hay dificultades de indo-
le practico y probatorio. Aunque en principio no existen inconvenientes para impu-
tar responsabilidad a los diversos agentes humanos que intervienen en la implemen-
tacion del sistema, pueden existir dificultades para determinar el aspecto especifico
del producto que causo6 el dano. A esto se suma la situacion de aquellos terceros que
modifican el producto luego de su puesta en circulacion y la autonomia propia de los
dispositivos. En definitiva, es dificil atribuir un dafio al actuar negligente de algiin
agente humano y lo sera mas en el caso de los dafios complejos, pues las decisiones
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que adopte el sistema autéonomo no seran necesariamente reconducibles a un ser
humano al cual atribuir responsabilidad.

Para abordar los problemas de responsabilidad derivados de sistemas inteligen-
tes, se propone aplicar el estatuto de producto defectuoso para sistemas que generen
danos simples. A su vez, en el caso de sistemas autéonomos en los que no podria
calificarse como defecto aquellos errores o decisiones propios del proceso de apren-
dizaje y autonomia, la aplicacion del estatuto de producto defectuoso no es eficiente
ni deseada. En este tltimo caso, deberia aplicar el sistema general de responsabilidad
del Codigo Civil, lo que tampoco estara exento de dificultades.

Una gran pregunta es a quién se debe aplicar el estandar de conducta por dafnos
derivados de sistemas auténomos y cudl es este estandar. Descartada la responsabili-
dad estricta (pues no ha sido la alternativa que se ha seguido en Chile), consideramos
que el requisito de la culpa podria analizarse respecto del sistema inteligente propia-
mente tal como una forma de aplicacién indirecta de un criterio de atribucién sobre
el proveedor. En tal caso, podria analizarse el comportamiento de un sistema auto-
nomo ocupando las categorias de culpa que contiene el articulo 44 del Codigo Civil.
No obstante, existen multiples argumentos para sostener lo contrario. En cualquier
caso, para otorgar una adecuada solucion al problema y no dejar en incertidumbre
tanto a victimas como a desarrolladores tecnoldgicos, sugerimos la creacién de una
nueva regulacion sectorial que replantee las categorias tradicionales de la responsa-
bilidad civil para enfrentar los dafios causados por sistemas auténomos, abiertos e
interconectados.
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